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Chapter 1

Analysis

This chapter analyzes possible methods to design and implement concept of mode change in real-time component systems. The selected method is discussed in Chapters 2, 3 and 4 in a more formal way.

1.1 Modes in Component System

Control systems from their nature change during execution a restricted set of well known configurations – operating modes. This section discusses exact meaning of operating modes in the context of the component-based development.

One of the most important advantages of the component-based development is strict encapsulation. When a component is being developed, the scope of the whole application does not have to be considered. It can be aimed at the particular component only, thought at one level of abstraction and thus the component design is clean and simple. It is desirable to preserve the component encapsulation even if the operating modes are included.

For this reason, each component can define its own set of component modes. For different components, sets of component modes are independent and a relation between them is not established until components are composed into a specific application. Therefore, a set of component modes can be encapsulated together with a component. A transition between two modes in a set of component modes is invoked on the basis of a mode change event.

Each component mode defines a configuration and represents behavior of the component only, without any dependence on the rest of the application. A set of component modes is meaningful for two kinds of components – composite components and active components.

Composite Component
Internal structure of a composite component is created by subcomponents and connections between them. A mode change of a composite component is in fact a modification of this structure. It can be viewed as a process when new subcomponents and connections are enabled and the old ones are disabled. A subcomponent or a connection can be classified according to its behavior during
mode change.

- **Old-mode subcomponent/connection** – It is enabled in the old mode but disabled in the new one.
- **New-mode subcomponent/connection** – It is disabled in the old mode but enabled in the new one.
- **Unchanged enabled subcomponent/connection** – It is enabled in both old and new modes.
- **Unchanged disabled subcomponent/connection** – It is disabled in both old and new modes.

**Active Component**  A mode change of an active component can adjust values of real-time attributes of its task. The component can be classified according to it.

- **Changed real-time attributes** – Real-time attributes of the component’s task are adjusted in the new mode.
- **Unchanged real-time attributes** – Real-time attributes of the component’s task are the same in both old and new mode.

### 1.2 Mode Change Mechanism

A mode change process can be realized by a *mode change mechanism*. It is a set of rules where and under what circumstances a mode change event arises. Part of the mechanism is a specification of data structures and algorithms implementing the mechanism rules. There are several requirements to the mechanism. An overview and origin of each requirement follows.

**Component Independence and Re-usability (R1)**  One of the main characteristics of a component system must be preserved when a mode change mechanism is applied. Components need to be independent and re-usable in order to be stored in the common library and re-used for another application’s development. This requirement is crucial.

**Not Polluting the Existing Concept (R2)**  This requirement refers to a component’s source code and interface. If a component’s source code were polluted with a mode management code, it would cover useful business logic and the source code would be significantly more complicated. A similar situation can be observed for component’s interfaces which could not be polluted with auxiliary mode-change specific services. This requirement is considered optional.
Predictable Overhead at Runtime (R3) The main requirement to real-time applications has to be preserved for the implementation of a mode change mechanism at runtime. The mechanism’s overhead needs to be predictable from both time and memory points of view. This requirement is crucial.

There are several basic propositions for a mode change mechanism ensued directly from the requirements. The propositions are shown in Figure 1.1 and listed and described as follows.

Local Definition of a Mechanism (P1) This proposition refers to the place where a decision about the active mode is made. A component has to decide about itself locally in order to meet the first requirement. If some other entity made this decision for the component, it would be dependent on the entity and it could not be easily stored in the common library and re-used later.

Communication on Components (P2) There are aspects affecting which component mode is active. The aspects can be divided by the source of origin. They can come from a component itself (the mode depends on a component’s actual state). But the aspects can also come from a subcomponent (the mode depends on a state of component’s assemblies). The last source of origin is the component’s outer surrounding.

Assuming the previous proposition that a component’s mode change mechanism is defined locally, there has to be a way how to gain this data from both inner and outer surroundings. Therefore, a communication between a parent component and subcomponents has to be allowed in an assembled application.

Mode Condition (P3) Assuming the previous propositions, a component’s mode change mechanism is about to decide which mode is active based on the data gained from the inner and outer surroundings and the component itself. The data are evaluated by a mode condition. The mode condition then returns a component mode that needs to be set as active.

An example of straightforward but inconvenient mode change mechanism is introduced in the next section. Learning from its drawbacks, a proposition of a mechanism which fulfills all requirements and follows all propositions is described later.

1.3 Manual Mechanism

The simplest way to manage triggering mode change events is to delegate responsibility to the user, to let him manually trigger a mode change event from a source code of a component, e.g. through a component API.

This approach has several drawbacks. There is a natural requirement to be able to emit a mode change of a component from its source code. But what about com-
ponents which do not contain any source code? Such a component can be managed either from a subcomponent or from a parent component. The first case means that the subcomponent cannot be independent from its parent component. The second case means that the parent component has to know details about the contained subcomponent, especially which modes it defines and what the modes mean. Both situations break the mechanism requirement (R1).

The mode change specific communication described in the proposition (P2) is hard to be satisfied. The communication is supposed to be implemented manually by introducing new auxiliary component interfaces and connecting components through them. It breaks the requirement (R2) and brings a lot of worthless work.

The similar drawback is caused by the mode condition described in the proposition (P3). This mechanism places the condition to a component’s source code. It also breaks the requirement (R2).

Last but not least, responsibility for the runtime overhead is delegated to the user as well. The user has to be aware of this issue. If he is not, the requirement (R3) can be easily broken.

1.4 Property Based Mechanism

To fix the drawbacks of the manual approach, a mechanism can be automatized and integrated to the component system. It means that the definition of a component is extended by a possibility to describe the mode change mechanism rules, not defined in the component’s source code. The component system implements algorithms which realize the mechanism rules. The only responsibility of the component is to exhibit relevant data into the mechanism. This section proposes such an automatic mechanism.
1.4.1 Basic Design

A set of common properties for each component can be defined. The properties are memory fragments reserved for a component to expose a component’s internal state. Properties have two main responsibilities.

- To distribute the mode change relevant information across the application.
- To be input for the component’s mode condition.

Properties from different components are connected and values are transferred between them. The connections can be made across the whole application. The mode change relevant information is carried by properties as property values and distributed across the application through the connections. Thus properties act like a medium for an application-wide mode change handling in order to fulfill the first responsibility.

Assume that a component uses a relevant data to decide which mode is active. The data is transferred to the component through properties and their connections as described. Then it is stored as a property value in the component. The component’s mode change mechanism uses the values as input for a mode change condition. Thus the second responsibility is ensured.

Moreover, the component mode itself can be one of the component properties. An advantage of this design is the following. The component mode itself can be used as input for the condition or even for computing a value of other property. There can be a situation when the new mode depends on the current one. This design makes this situation possible to describe.

![Figure 1.2: Event spreading through a property network](image-url)
The connections can be made using property functions. A property function is an arbitrary function defined from an input set of properties to a single output property. It can be a function of one or more variables. If a combination of input values is not in a domain of a function then the function takes no effect and a value of output property is not changed.

Properties with functions create a network. When a value of some property is assigned from the outside, the network reacts as property functions describe. The event spreads through the network until it is stabilized. The network stabilization is not always assured, it depends on the designed network structure. When the network is stabilized a possible component reconfigurations are made according to values on the properties. The network reaction and the issue of its stabilization is described in detail in Section 1.4.3. An example of an event spreading through a network is shown in Figure 1.2.

1.4.2 Meta-model Extension

Implementing modes and a mode change mechanism brings some new elements which must be included to the meta-model. In any case a component must define a set of modes. Besides this, a mode change mechanism specific elements must be added. The new elements are mode properties and property functions.

A property function can be observed at two different levels. At an abstract level it is a template of function’s behavior. It is the description how input values are rewritten to an output one. But there’s nothing said about actual properties which the function is applied on. A second level is an instantiation to actual properties in the network. At this level, it is possible to describe a relation between properties and specify which function is applied. It is possible that one property function is applied in many different places in the network.

This dividing is optional but very useful. Therefore the meta-model contains two parts – a definition of property function templates and a possibility to instantiate them for different properties.

The application structure is specified using the architecture description language. But there is a need to specify function’s behavior. It is not advisable to pollute ADL with it. Moreover, it is a task at a lower level of abstraction. A new language, fully independent on ADL, can be introduced. Let us call this language a property function language (PFL).

1.4.3 Network Reaction

The property based mechanism is suitable from the user point of view. It enables the user to effectively model independent component modes without polluting source code or component interface. The rest of the analysis revises the mechanism from the implementation point of view. This section analyses the network reaction.

Assume a property network. Each property has assigned a value from its domain, i.e. properties are in a property state. The network reaction begins with assigning a new value to a property, called an initial property, creating a new property state.
Even if the new value is not different to the old one, the network reacts because it can cause modifications of property values dependent on the initial one. Example of such a situation can be found in Figure 1.3. Once the new value is assigned, an event is spread transitively following all property functions which takes the initial property on input. Such functions have an output property. The function is invoked with the property state on input to compute a new value of the output property. Assigning the computed values to the output properties creates a new property state and the whole process can iterate until the network is stabilized. When the network is stabilized the property state it lies in is called stable.

![Figure 1.3](image)

**Figure 1.3:** Network where assigning a current value to the property $p_1$ causes modification of the dependent property $p_3$

There are no restrictions in the network, e.g. it can contain cycles. Cycles can cause oscillation in the network reaction and thus are the major problem which must be handled. Oscillation arises when a property value is alternated in a cycle and never stabilized. An example of such oscillation is shown in Figure 1.4.

![Figure 1.4](image)

**Figure 1.4:** Network whose reaction always oscillate

Oscillation depends on the network structure and on a property state. There are cases when the network oscillates during reaction with one particular property state on input and with a different one it does not, as shown in Figure 1.5.

The mode change mechanism cannot work properly with a network which oscillates in an accessible case. When the user designs an astable network, development tools should alarm him and an application cannot be compiled.

There may be possibility to introduce restriction rules for a network design which makes impossible to design an astable network. The rules can restrict either a structure or a property function semantics. One of the reasonable restrictions of the structure is to forbid cycles. The only practicable restriction of the property function semantics is to allow a value propagation ($p_2 = p_1$) only. But both the rules are restrictive for a praxis and, as shown in the rest of the report, are not necessary. They degrade the mechanism too much that it would not be operational with them.
Let us introduce an algorithm, called a *react* algorithm, which represents the network reaction. The algorithm has to return the same result as the network reaction (described before) would. Besides the correct representation, it must finish in finite time and answer if the reaction oscillates or not. It is quite unpleasant situation because it makes the algorithm impossible to work with time complexity polynomial to the number of properties.

The first version of the react algorithm can be following. A network is fully represented in memory and a reaction is simulated on it using standard BFS algorithm. A property state encapsulated with a current token stands between two algorithm steps. A token is a set of properties which have been modified in the previous step and which are considered to be used as input properties in the next step. The property states with tokens have to be stored, e.g. in a hash table, in order to avoid their repeated visiting. If a property state with a token is visited for the second time, it means that the network oscillates. If a simulation does not change property values anymore, it means that a stable state is found. For this reason, the algorithm has time and space complexity, in the worst case, exponential to the number of properties.

### 1.4.4 Resemblance with SAT

Let us try to construct the react algorithm by transformation to an instance of the SAT problem. It seems that the problems are analogous and the transformation is possible. This section presents transformation possibilities and shows that the transformation is not as straight forward as it seems.

The first SAT version of the react algorithm incorporates a transformation that creates a variable for each property in the network and models relations between variables resembling to property functions. The SAT instance have to construct a set of affected properties which contains all properties modified by the network reaction. Each property function with input properties $p_{i_1}$ and $p_{i_2}$ and an output property $p_o$ is modeled by the following facts

\[
\begin{align*}
    p_{i_1} \in Af & \implies (p_o = f(p_{i_1}, p_{i_2}) \land p_o \in Af) \\
    p_{i_2} \in Af & \implies (p_o = f(p_{i_1}, p_{i_2}) \land p_o \in Af)
\end{align*}
\]
With a fixed value of the initial property and the initial property included in $Af$, a solver finds evaluation of all affected properties which holds all property functions.

The first SAT version has a major drawback. If the network contains cycles it can return incorrect results as defined in the previous section. It is caused by a temporal character of property functions. It means that they do not necessarily hold in a stabilized network, but they must hold in some step that precedes the network stabilization. However, the SAT instance enables only a situation when all property functions hold on the affected properties at the same time.

The second SAT version of the react algorithm tries to correct the first version’s problem. Each property is also represented by a single variable and property functions are represented by relations between the variables. Besides this, a solver gets additional information about order in which the reaction spreads through the network. A solver decides which property functions hold and which do not on the basis of this information. The order can defined as in 2.16. Assume that a number $order(p)$ defines the order of a property $p$. A solver is unable to compute the set of affected properties by itself, thus it has to be provided on input, e.g. modeled by the relation $p \in Af \iff order(p) = 0$. Then assume that a property $p_o$ is output of functions $f_1(p_{i1})$ and $f_2(p_{i2})$. The facts modeling the functions of property $p_o$ are following.

\[
\begin{align*}
order(p_{i1}) > 0 & \land order(p_{i1}) \geq order(p_{i2}) \implies p_o = f_1(p_{i1}) \\
order(p_{i2}) > 0 & \land order(p_{i2}) \geq order(p_{i1}) \implies p_o = f_2(p_{i2})
\end{align*}
\]

A solver finds evaluation of all affected properties as follows. Each property is computed by the function which is the last in the input order. Functions computing the property before the last function do not necessarily hold.

A drawback of the second SAT version is that a solver can find more that one evaluations satisfying the definition of stable state. This effect is shown in Figure 1.6. But only one of them is the stable state resulting from the computed network reaction. The second phase of the algorithm have to be a decision about the right result. It can be done by simulating the network reaction and waiting for a property state that is among the solver’s results. This drawback is caused by the fact that the SAT instance does not model the whole process of the network reaction but only its result.

![Network diagram](image-url)

**Figure 1.6:** Network where the second SAT transformation founds two results

The last presented SAT version of the react algorithm incorporates a history of the network reaction. For this feature, each property has to be represented by as
many variables as is the number of unique steps in the reaction. Besides property values, also tokens (described in the previous section) have to be represented in each reaction’s step. Property functions are modeled only between contiguous steps. A solver finds the entire history of the reaction. It is possible to conclude the correct algorithm result from the found reaction’s history. However, the last SAT version is in fact the same as the first version of the algorithm presented in the previous section.

1.4.5 Network Analysis

Realization of the mode property mechanism can follow two ways according to the time when the network reactions are computed.

- A reaction is computed at runtime when some event occurs.

- An oracle is generated at compile time. All possible reactions must be precomputed in advance. Runtime just follows the oracle when an event occurs.

The first option seems to be more straightforward but suffers with the following issue. A real-time application must be predictable, so the time, respectively WCET, of every possible reaction must be known in advance. Hence there is a need to analyze the network at deploy time and compute WCET of every reaction which can arise at runtime. The computed times are used by the application schedulability analysis. Once the application is verified, it can safely compute the network reaction at runtime when an event occurs. After each reaction a reconfiguration can be made according to the current property state.

The advantage of the runtime computation is that the only extra memory required at runtime is a representation of properties and functions. The disadvantage is significant overhead of the mode change mechanism at runtime. There is even a case where the application is correctly defined but cannot be compiled because of the overhead caused by long network reaction.

The second option uses similar network analysis at deploy time, but the purpose is different. An oracle instead of computed reaction times is a result of the analysis. The oracle is a structure which enables simulation of the network reaction at runtime in a constant time. When an event occurs the oracle is queried to return a property state after the network stabilization. Property values are adjusted according to it and a reconfiguration can be pressed.

Advantage of the oracle approach is that the time needed for the network reaction at runtime is always constant and highly predictable, so the mechanism overhead is much smaller than the overhead in the first approach. A problem could arise with runtime memory limits. The oracle must store all accessible stable property states. The number of the states can be, in the worst case, exponential with respect to the number of properties. However, the number of the states in the oracle is in an average case much smaller, as shown on a case study in Section 6.3.3.

A limiting constraint on the mechanism goes with the network analysis. Working with property domains is part of the analysis. In order to finish the analysis in finite
time, the domains have to be finite. Therefore, properties are restricted to support only boolean data type and user-defined enumerations.

1.4.6 Property State Machine

The mentioned oracle can be naturally constructed as a finite-state automaton composed of stable property states. A transition between states represents a network reaction on a specific event. Assume that the automaton is in a particular property state and an event occurs. It finds a transition characterized by the event directing from the current property state. The target property state is the one which would be active if the network reacted on the event. The target state becomes current and the oracle returns it on output. Let us call this structure a property state machine (PSM). An example of a simple property state machine is presented in Figure 1.7.

![Figure 1.7: Simple property state machine](image)

The simplest way how to find a property state machine is through the use of the following algorithm, which is called a PSM-1 algorithm. The algorithm uses BFS (or DFS) to explore all accessible stable property states forming the output property state machine. First of all, an arbitrary (initial) stable property state have to be found. The algorithm starts from it. When the initial property state is found, the exploration starts. All possible transitions from the initial property state are discovered by computing the network reaction (using the react algorithm for different events). Targets of the transitions – stable property states – are added to the output property state machine and the exploration continues with them until there are no unexplored property states. Figure 1.8 show a situation after the second iteration.

The PSM-1 algorithm has unacceptable time complexity. In a nutshell it is

$$\# \text{ stable states} \cdot \# \text{ events} \cdot T_{\text{react}}$$

where $T_{\text{react}}$ is time complexity of the react algorithm. Unfortunately the react
algorithm time complexity is, in the worst case, exponential. However, let us try to reduce number of calling this subroutine.

It can be observed that the PSM-1 algorithm calls the react algorithm many times for the similar input. The react algorithm takes an event and a current property state on input. However, the algorithm does not need to know the whole property state but only a limited set of values in dependence on the input event. The react algorithm uses a set of property functions and just some of their input properties have to be necessarily known. A function’s input property has to be known only if it has not been modified to the time the function is being simulated. It means that a set of necessary properties for the react algorithm and an event, let us call them reactive properties, is quite limited. The number of reactive properties depends on the network structure – on the number of used functions and their arity – but it is always smaller than total number of properties in the application.

Modification of the PSM-1 algorithm executes the react subroutine on the smallest necessary inputs, thus it reduces the number of calling this subroutine. It generates transition templates which can be extended to specific transitions later. The extension is done in a second phase when the initial templates are matched together until complete property states and transitions formed into a property state machine are found. The modification is called a PSM-2 algorithm. Worst case time complexity of the PSM-2 algorithm is still exponential but there is an optimization in reducing the number of called react subroutines. It is

\[ \# \text{events} \cdot \# \text{stable states on reactive properties (in dependence on event)} \cdot T_{\text{react}} + T_{\text{second phase}} \]

where \( T_{\text{second phase}} \) is time complexity of the second phase which is polynomial to the number of initial transition templates (as shown in Section 3.2.10).
1.4.7 Runtime Architecture

This section proposes an architecture of the mechanism at runtime, i.e. software parts that are automatically generated in deploy phase and integrated to the deployed application in order to implement the mode change mechanism.

The architecture is logically composed of three parts. The first part gathers values of all properties that can be directly set by the source code of components. The components have to be connected with the first architecture part in order to realize the value’s transfer.

The second part integrates a simulation of network reactions. It can be either the computation at runtime using a model of the network or the computation using an oracle, both approaches described in Section 1.4.5. The approaches can be switched with respect to an application configuration or the result of an analysis determining which one is more convenient for the situation.

The third part implements a mode change protocol and handles enabling and disabling components and connections at the right time, e.g. by calling the system API. Different mode change protocols can be integrated.

It is convenient to design the second part as an extra task. A component modifying a property creates an event which is dispatched by the second architecture part and the simulation is done in the context of it. The reason is an easier WCET analysis of the mechanism overhead. The overhead for the component’s task is constant. The hard work is delegated to the extra task where it can be analyzed without any dependence on common component’s tasks.

1.4.8 Goals Revisited

The property based mechanism fulfills all requirements laid out in Section 1.2. The requirement (R1) – components has to remain independent and re-usable – and the requirement (R2) – the existing concept cannot be polluted – are both satisfied with the use of properties and property functions described in Sections 1.4.1 and 1.4.3. The requirement (R3) – overhead at runtime must be predictable – is satisfied with the methodology of network analysis described in Section 1.4.5 and with the preferred approach which uses oracle construction described in Section 1.4.6.
Chapter 2

Mode Change Mechanism

This chapter extends some relevant ideas introduced in Chapter 1. The design concepts of the property based mode change mechanism, i.e. properties, property functions and the property function language, are described in a formal way.

2.1 Component Mode

As described in Section 1.1, a component defines a set of component modes in dependence on its functionality and mentioned behavior. One mode of a composite component defines which subcomponents and connections are enabled and which are disabled, an example is shown in Figure 2.1. One mode of an active component defines values of real-time attributes of the component’s task.

Definition 2.1. Assume a component \( A \). If the component \( A \) is

- composite and not active, then a component mode \( M_A \) is a tuple \((S^e, C^e)\)
- primitive and active, then a component mode \( M_A \) is a tuple \((R)\)
- composite and active, then a component mode \( M_A \) is a tuple \((S^e, C^e, R)\)

where

- \( S^e \) is a set of subcomponents contained in \( A \) which are enabled in the mode \( M_A \). Other subcomponents are disabled. This set is called a subcomponent enable list. A subcomponent enable list of a component mode \( M \) is denoted \( M(S^e) \).
- \( C^e \) is a set of connections contained in \( A \) which are enabled in the mode \( M_A \). Other connections are disabled. This set is called a connection enable list. A connection enable list of a component mode \( M \) is denoted \( M(C^e) \).
- \( R = (D, T, C, P) \) is a definition of real-time attributes of the component’s task. This set is called a component attribute list. A component attribute list of a component mode \( M \) is denoted \( M(R) \).
Definition 2.2. Assume a component $A$. A set of all component modes defined in the context of component $A$ is called a component mode set and it is denoted $\mathcal{M}_A$.

The decision which mode is active and which is inactive is based on a mode condition – a function taking (yet unspecified) variables on input and computing a mode on output. The output value corresponds to the active component mode. The mode change mechanism specifies which suitable entities stand for the input variables. It is described in the next section.

Definition 2.3. Assume a component $A$ with a component mode set $\mathcal{M}_A$. The mode condition $\Gamma_A$ on variables $c_1, \ldots, c_n$ is a function

$$\Gamma_A : \mathcal{D}(c_1) \times \cdots \times \mathcal{D}(c_n) \mapsto \mathcal{M}_A$$

The requirements are considering component modes.

Definition 2.4. An application $A$ is well defined if and only if it holds the following (meta-model) structural requirements for an arbitrary but fixed active (not active) composite component $A$ contained in the application $A$ and an arbitrary but fixed component mode $M = (S^e, C^e, R)$ ($M = (S^e, C^e)$) defined on the component $A$.

1. An arbitrary require interface of an arbitrary enabled subcomponent (in $S^e$) has to be connected to exactly one compatible provide interface of an enabled subcomponent (in $S^e$) or to exactly one compatible require interface of the component $A$.

2. An arbitrary provide interface of the component $A$ has to be connected to exactly one provide interface of an enabled subcomponent (in $S^e$).

3. An arbitrary enabled connection (in $C^e$) has to connect only interfaces defined on enabled subcomponents (in $S^e$) or on the component $A$. 

Figure 2.1: Example of a single composite component with two modes
The corollary implied from the structural requirements is similar to the corollary in the domain of hierarchical embedded systems but it is extended to consider component modes. It means that the theorem is valid in an arbitrary application’s configuration and a thread of execution cannot reach any disabled component.

The structural requirement (3) is not necessary. It is included in order to disable all connections which cannot be used, thus to preserve lucidity of the designed component model.

2.2 Properties and Property Functions

The property based mode change mechanism introduced in Chapter 1 has two main intentions – to provide an application-wide communication for mode change handling and to model a mode condition for each component which needs it. It is realized using properties and property functions.

2.2.1 Component and Application Properties

A set of common properties for each component is defined. The properties are variables with finite domains defined in the context of the component.

**Definition 2.5.** Assume a component $A$. A set of variables $p_{1}^{A}, \ldots, p_{m}^{A}$ defined in the context of component $A$ is called a *component property set*. Let us denote it $P_{A}$. Each variable is called a *component property*.

**Definition 2.6.** Let $p$ be a component property. A finite set of values $D(p)$ is the *domain* of the property $p$.

It is also possible to define “domain” of an arbitrary set of properties as Cartesian product of involved property domains. This construction is helpful for the following definitions in order to keep them simple.

**Definition 2.7.** Let $\mathcal{P} = \{p_{1}, \ldots, p_{n}\}$ be a set of arbitrary component properties. Then

$$D(\mathcal{P}) = D(p_{1}) \times \cdots \times D(p_{n})$$

An application is just a bunch of components composed on different levels. Each component defines component properties. It is useful to work with all properties defined in the application together. This application-wide union of component properties is simply called a property set, an example is shown in Figure 2.2.

**Definition 2.8.** Assume an application $A$. Let $A_{1}, A_{2}, \ldots, A_{k}$ be all components contained in the application $A$. For each $i = 1, \ldots, k$ the component $A_{i}$ defines a component property set $P_{A_{i}} = \{p_{1}^{A_{i}}, \ldots, p_{m_{i}}^{A_{i}}\}$. A set of variables

$$P_{A} = \{p_{1}^{A_{1}}, \ldots, p_{m_{1}}^{A_{1}}, p_{1}^{A_{2}}, \ldots, p_{m_{2}}^{A_{2}}, \ldots, p_{1}^{A_{k}}, \ldots, p_{m_{k}}^{A_{k}}\}$$

is called an *(application) property set* of the application $A$. Each variable in a property set is called an *(application) property*. 
2.2.2 Property Network

A communication across the application for the purpose of mode change handling is realized through the use of property functions composed into a property network. A property function is an ordinary function taking values of input properties and computing a value of an output property. It works in the context of the network which reacts when an event occurs. The events are more closely described in Section 2.2.5. An example of a property network can be seen in Figure 2.3.

**Definition 2.9.** Let \( A \) be an application with a property set \( \mathcal{P}_A = \{p_1, \ldots, p_n\} \). Let \( F \) be a set of functions

\[
F \subseteq \{ f : D(I) \mapsto D(p) \mid \forall I \subseteq \mathcal{P}_A, \forall p \in \mathcal{P}_A \}
\]

A pair \( N_A = (\mathcal{P}_A, F) \) is called a *property network* of the application \( A \) and functions in \( F \) are called *property functions*. A set of property functions in the property network \( N_A \) is denoted \( N_A(F) \).

**Definition 2.10.** Assume an application \( A \) with a property set \( \mathcal{P}_A \). Let \( I \subseteq \mathcal{P}_A \) be a set of properties, \( p \in \mathcal{P}_A \) be a property and \( f : D(I) \mapsto D(p) \) be a property function. Then

- \( I \) is called an *input property set* of the property function \( f \) and it is denoted \( i(f) \).
- \( p \) is called an *output property* of the property function \( f \) and it is denoted \( o(f) \).

**Definition 2.11.** Let \( A \) be an application with a property set \( \mathcal{P}_A \) and a property network \( N_A \). Let \( p_k \) and \( p_l \) be properties in \( \mathcal{P}_A \). The property \( p_l \) is *dependent* on the property \( p_k \) if and only if there exists an oriented path (created by property functions) in the network \( N_A \) from \( p_k \) to \( p_l \).
2.2.3 Component Mode Condition

The mode change mechanism models a component mode like one of the component properties. This construction has an advantage that the component mode can be used as input for computing a value of some other property or even the component mode itself.

This construction also specifies which entities stand for the component mode condition and its variables (2.3). The condition is an arbitrary property function with this special property on output. Input properties of all such functions stand for the condition variables.

**Definition 2.12.** Assume a composite component $A$ with a component property set $P_A$ and a component mode set $M_A = \{M^A_1, \ldots, M^A_m\}$. The component property set $P_A$ is *well defined* if and only if $P_A$ contains a property $p_{\text{mode}}$ with the domain $D(p_{\text{mode}}) = \{M^A_1, \ldots, M^A_m\}$. The property $p_{\text{mode}}$ is corresponding to each of the modes $M^A_1, \ldots, M^A_m$.

**Theorem 2.13.** Assume an application $A$ with a property network $N_A$. Assume a composite component $A$ contained in $A$ with a well defined component property set $P_A$ and a component mode set $M_A$. An arbitrary property function $f \in N_A(F) : o(f) = p_{\text{mode}}$ is the mode condition of the component $A$.

### 2.2.4 Network Functionality

The react algorithm (introduced in Section 1.4.3) is a routine which represents a reaction of the property network on an event. The event assigns a value to a property, called an initial property. The algorithm also defines two sets of properties in dependence on the initial property. Reactive properties are such properties whose values have to be necessarily known in order to properly represent the network reaction. Affected properties are such properties which have been modified during the network reaction. Example of the two sets of properties is presented in Figure 2.4 (a).
Definition 2.14. Assume an application $A$ with a property set $\mathcal{P}_A = \{p_1, \ldots, p_n\}$ and a property network $N_A$. Let us define an algorithm $\text{react}$ which modifies an evaluation of properties in $\mathcal{P}_A$. The algorithm takes two arguments – an arbitrary property $p_i \in \mathcal{P}_A$, called an initial property, and an arbitrary initial property value $\alpha \in \mathcal{D}(p_i)$.

\begin{algorithm}
\textbf{procedure} react($p_i, \alpha$) \\
create queue $Q$
\textbf{procedure} react($p_i, \alpha$) \\
create queue $Q$
\textbf{foreach} $f$ from $N_A$: $p_i$ in $i(f)$ \\
\textbf{while} $Q$ is not empty \\
dequeue $f$ from $Q$ \\
let $p_o$ be $o(f)$ \\
let $\{p_{i_1}, \ldots, p_{i_k} \mid 1 \leq k \leq n\}$ be $i(f)$ \\
$p_o := f(p_{i_1}, \ldots, p_{i_k})$
\textbf{foreach} $g$ from $N_A$: $p_o$ in $i(g)$ \\
\textbf{enqueue} $g$ into $Q$
\end{algorithm}

\begin{enumerate}
\item Add $p_i$ to $A_{f_A}(p_i)$.
\item Add all properties from $i(f)$ which are not currently in $A_{f_A}(p_i)$ to $R_{e_A}(p_i)$.
\item Add $p_o$ to $A_{f_A}(p_i)$.
\end{enumerate}

Considering a particular network reaction, each property can be evaluated with a number, called order, that describes in which step of the react algorithm (2.14) is the property modified for the last time. The larger order of the property means its later modification by the react algorithm. An example of an order evaluation is shown in Figure 2.4 (b).

Properties on a cycle or properties dependent on them are modified repeatedly (because of infinite nature of the react algorithm) and thus their order is evaluated to $\infty$. For other properties, order corresponds to the longest possible path from the initial property.

Definition 2.15. Assume an application $A$ with a property set $\mathcal{P}_A = \{p_1, \ldots, p_n\}$ and a property network $N_A$. Let $p_i \in \mathcal{P}_A$ be an arbitrary but fixed property, $A_{f_A}(p_i)$
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a set of affected properties and $p_j \in \mathcal{P}_A$ an arbitrary property. Let us define a function $\text{order}(i, p_j)$ by the following rule.

$$\text{order}(i, p_j) = \begin{cases} 
0 & \ldots \ p_j \not\in \mathcal{A}f_A(p_i) \\
\infty & \ldots \ p_j \in \mathcal{A}f_A(p_i) \land \\
\text{(max path } p_i \text{ to } p_j) + 1 & \ldots \ 	ext{else}
\end{cases}$$

### 2.2.5 Network Input

The way how to pass a particular value to the property network has not been discussed yet. It is natural that the application should be able to set a value of a property defined on a component which contains a source code. This option can be part of component API. But if a component has no source code there is no way how to directly set a value of a property defined on it. It gives a division to direct and indirect properties.

**Definition 2.17.** Assume a component $A$ with a component property set $\mathcal{P}_A$. Each component property in $\mathcal{P}_A$ is

- **direct** if and only if the component $A$ contains a source code. Values of these properties can be set directly from the component source code through the component API.
- **indirect** if and only if the component $A$ does not contain any source code. Values of these properties cannot be set directly but only by a property function during the network reaction.
Assigning an arbitrary value to a direct property is an event which can arise in the mode change mechanism. There are no other events possible in the mechanism. Therefore, direct properties and its domains define all possible events.

**Definition 2.18.** Assume an application $A$ with a property set $\mathcal{P}_A$. Let $\mathcal{P}^{Di}_A \subseteq \mathcal{P}_A$ be a set of all direct properties. Then a set

$$E_A = \{(p_i, \alpha) \mid \forall p_i \in \mathcal{P}^{Di}_A : \forall \alpha \in \mathcal{D}(p_i)\}$$

is called an event set of the application $A$.

### 2.3 Property Function Language

A language for property function behavior description is introduced in Chapter 1. It is a domain specific language newly created for the purpose of the report and introduced to meta-model.

Because of the mentioned usage and property domains limited to boolean data types and user-defined enumerations, the language can be simple. In a nutshell the language is a set of statements producing an output value on the basis of satisfied boolean expression. A boolean expression works with input variables, constants, simple relational operators and standard boolean operators.

#### 2.3.1 Syntax

Syntax of the property function language is presented in Figure 2.5. The figure uses Extended Backus–Naur Form (EBNF) defined by ISO [16]. The syntax description contains a complete language grammar except for the last two lines where notation is shortened in order to save space. The first part describes statements and expressions. The second part specifies lexical elements like variables and constants.

#### 2.3.2 Semantics

Semantics of one property function is simple. The set of statements ($\text{stmt}$) is inspected in sequence and boolean expressions ($\text{expr}$) are evaluated according to input values. When a boolean expression is evaluated to $true$, the statement takes effect and the value of expression written on the right side is returned from the function. Then the execution ends. It means that the result is the value of the right side of the first matched statement.

Boolean expressions can use only input variables declared in the function header ($\text{head}$). Evaluation of boolean expression is the same as in the “ordinary” programming languages like Java or C++. First, relational operators ($\text{relexpr}$) are resolved. Values are compared and the relational operator is evaluated to $true$ or $false$. A relational operator is the only place where variables with non-boolean data type can be used. When relational operators are resolved, boolean operators are applied according to the expression structure and a value of boolean expression is computed.
The language does not have a strong typing. This approach is more suitable for the mentioned usage as a simple language for creating function templates. Data types of parameters are resolved when the property function is applied on particular properties.
Chapter 3
Oracle Construction

As described in Section 1.4.5, the rare concept of the property based mode change mechanism is not suitable for a low-level real-time application because of the predictability problem. It must be supplemented with an analysis which guarantees fulfilling of real-time requirements. One of the possible solutions is to introduce an oracle. It is a structure generated in deploy phase which helps at runtime to reduce overhead of the mode change mechanism. The network reaction that uses the oracle has the same inputs and the same outputs as the network reaction defined in Section 1.4.3 but time to compute the reaction is constant thus predictable. The first part of this chapter describes a construction of such an oracle.

Output of the oracle is an evaluation of properties – a property state. Each such state can be associated with an actual configuration of the application, i.e. which components and connections are enabled and which values of real-time attributes are applied. The second part of this chapter introduces a mathematical structure describing the configurations and constructs an algorithm which finds a configuration associated to a particular property state.

3.1 Property State Machine

The oracle is designed as a property state machine, i.e a finite-state automaton representing all possible network reactions and suggesting stable property states. It operates with property states. One property state is an evaluation of each property in the application.

Definition 3.1. Assume an application with a property set $\mathcal{P} = \{p_1, \ldots, p_n\}$. A property state $A$ is a vector of values $\alpha_1, \ldots, \alpha_n$ corresponding to the properties $p_1, \ldots, p_n$.

$$\alpha_i \in \mathcal{D}(p_i), \forall i = 1, \ldots, n$$

There are specific property states contained in the property state machine. They exist at the end of a network reaction when the network is stabilized. Their values are not spontaneously changed on the basis of some property function. Therefore, they are called stable property states.
A stable property state can be recognized by the following analysis. For each property, there had to be a network reaction that set the analyzed property to its current value. It can be denoted as transitive supporting – the analyzed property is transitively supported by the initial property of the reaction. Moreover, there is a path from the initial property to the analyzed property on which all properties are also transitively supported by the same initial property. Particular steps of the path are realized by supporting functions. A supporting function represents a function which modified the analyzed property for the last time.

**Definition 3.2.** Assume an application with a property set $\mathcal{P} = \{p_1, \ldots, p_n\}$, a property network $\mathcal{N} = (\mathcal{P}, \mathcal{F})$, an arbitrary but fixed direct property $p_k \in \mathcal{P}$ and an arbitrary property $p_i \in \mathcal{P}$. Let $F_i \subseteq \mathcal{F}$ be a set of property functions with the property $p_i$ as output.

\[ F_i = \{ f \in \mathcal{F} \mid o(f) = p_i \} \]

Let $\mathcal{P}_i$ be a set of input properties of all functions in $F_i$.

\[ \mathcal{P}_i = \{ p \in \mathcal{P} \mid \exists f \in F_i : p \in i(f) \} \]

Finally, let $S_i^k \subseteq F_i$ be a set of functions for which there exists an input property $p$ with the maximal positive $\text{order}(k, p)$ among all properties in $\mathcal{P}_i$.

\[ S_i^k = \{ f \in F_i \mid \exists p \in \mathcal{P}_i : p \in i(f) \land \text{order}(k, p) > 0 \land \max_{p_i} \text{order}(k, p) \} \]

Then $S_i^k$ is a set of $k$-supporting functions of the property $p_i$. An example of such a set of functions is shown in Figure 3.1 (a).

![Figure 3.1: Example of $k$-supporting functions and transitive $k$-supporting](image)

**Definition 3.3.** Assume an application with a property set $\mathcal{P} = \{p_1, \ldots, p_n\}$, a property state $A = (\alpha_1, \ldots, \alpha_n)$ defined on $\mathcal{P}$, an arbitrary but fixed direct property $p_k \in \mathcal{P}$ and an arbitrary property $p_i \in \mathcal{P}$. Let $S_i^k$ be a set of $k$-supporting...
functions of the property \( p_i \). A property value \( \alpha_i \) is \( k \)-supported if and only if all \( k \)-supporting functions of the property \( p_i \) compute the value \( \alpha_i \).

\[
\forall f \in S_k^i ( f : \mathcal{D}(p_{j_1}, \ldots, p_{j_m}) \rightarrow \mathcal{D}(p_i)) : f(\alpha_{j_1}, \ldots, \alpha_{j_m}) = \alpha_i
\]

**Definition 3.4.** Assume an application with a property set \( \mathcal{P} = \{p_1, \ldots, p_n\} \), a property state \( A = (\alpha_1, \ldots, \alpha_n) \) defined on \( \mathcal{P} \), an arbitrary but fixed direct property \( p_k \in \mathcal{P} \) and an arbitrary property \( p_i \in \mathcal{P} \). A property value \( \alpha_i \) is transitively \( k \)-supported if and only if

- \( p_i = p_k \), or
- \( \alpha_i \) is \( k \)-supported and for each \( k \)-supporting function \( f \) of the property \( p_i \) there exists \( p_j \in i(f) \), \( p_j \neq p_i \) that its corresponding value \( \alpha_j \in A \) is also transitively \( k \)-supported. An example of such a situation is shown in Figure 3.1 (b).

**Definition 3.5.** Assume an application with a property set \( \mathcal{P} \) and a property state \( A \) defined on \( \mathcal{P} \). Let \( \mathcal{P}^{Di} \subseteq \mathcal{P} \) be a set of all direct properties. The property state \( A \) is stable if and only if

\[
\forall \alpha \in A : (\exists p_k \in \mathcal{P}^{Di} : \alpha \text{ is transitively } k \text{-supported})
\]

A process of the network reaction is in a property state machine represented by a transition from one stable property state to another. Each transition is labeled by a transition characteristic which represents the event that invoked the reaction.

**Definition 3.6.** Assume an application with a property set \( \mathcal{P} = \{p_1, \ldots, p_n\} \), a property network \( \mathcal{N} \) and a stable property state \( A \). Let \( \mathcal{P}^{Di} \subseteq \mathcal{P} \) be a set of all direct properties. The property state \( A \) is stable if and only if

\[
A \text{ process of the network reaction is in a property state machine represented by a transition from one stable property state to another. Each transition is labeled by a transition characteristic which represents the event that invoked the reaction.}
\]

**Theorem 3.7.** Let \((A, B)\) be a stable transition. Then \( B \) is a stable property state.

**Proof.** Assume \( A = (\alpha_1, \ldots, \alpha_n) \) and \( B = (\beta_1, \ldots, \beta_n) \) defined on property set \( \mathcal{P} = \{p_1, \ldots, p_n\} \). Let us remind that the react algorithm affects all properties which are dependent on the initial property \( p_i \). \( B \) is created by a modification of \( A \) during the reaction. For each value \( \beta_j \in B \) there are two possibilities.

- The property \( p_j \) is not affected during the reaction. But also no property which is \( p_j \) dependent on can be affected during the reaction (otherwise \( p_j \) would be affected). It means that \( \beta_j \) is transitively \( k \)-supported in \( B \) with the same \( k \) as the corresponding value \( \alpha_j \) in \( A \).

- The property \( p_j \) is affected during the reaction. The react algorithm affects properties in a way that \( \beta_j \) is transitively \( i \)-supported in \( B \) where \( i \) is the index of the initial property.
Finally, the desirable property state machine is a state machine constructed only from stable property states and stable transitions (assured in 3.8). A transition is invoked by an event which is input of the state machine. The second condition (described in 3.9) requires that each contained property state has outbound transitions defined for all possible events. Reason for this is very simple. The state machine must be in an arbitrary property state able to continue no matter which input comes. An example of a well defined stable property state machine is presented in Figure 3.2.

![Well defined stable property state machine](image)

**Figure 3.2: Well defined stable property state machine**

**Definition 3.8.** A *stable property state machine* is an oriented graph \((S, T)\) where nodes \((S)\) correspond to stable property states and edges \((T)\) correspond to stable transitions.

**Definition 3.9.** Assume an application with an event set \(E (2.18)\) and a stable property state machine \(PSM = (S, T)\). \(PSM\) is *well defined* if and only if \(S \neq \emptyset\) and for each property state \(A \in S\)

\[
\forall e \in E : (\exists (A, B) \in T : \text{characteristic}(e, (A, B)))
\]

### 3.2 PSM Algorithm

Two algorithms for oracle construction has been described in Section 1.4.6. This section presents the algorithm PSM-2 in more detail.

Input of the algorithm is a set of properties formed into a property network. Output of the algorithm is well defined stable property state machine build on the property set according to the previous definitions.
3.2.1 Basic Idea

The algorithm works with “incomplete” property states. This incompleteness is based on temporary property values $\lambda$ representing that the real value is not known yet. Incomplete property states are combined with each other and $\lambda$ values are gradually eliminated and replaced with the real values. However, the incomplete property states keep an invariant through the entire algorithm execution. The invariant guarantees that the completed property states are formed into a well defined stable property state machine.

3.2.2 PSM State

A property state possibly containing a $\lambda$ value is called a PSM state. If a PSM state contains a $\lambda$ value it is called open. It is closed when the PSM state is completed and all $\lambda$ values are eliminated. In the completed form it is equivalent to a property state.

Definition 3.10. Let symbol $\lambda$ denote special value that is not a member of the domain of any property. This symbol represents that the real value is not known.

Definition 3.11. Assume an application with a property set $\mathcal{P} = \{p_1, \ldots, p_n\}$. A PSM state $A$ is a vector of values $\alpha_1, \ldots, \alpha_n$.

$$\alpha_i \in \mathcal{D}(p_i) \cup \{\lambda\}, \forall i = 1, \ldots, n$$

Definition 3.12. Assume a PSM state $A = (\alpha_1, \ldots, \alpha_n)$. The PSM state $A$ is open if and only if $\exists i : \alpha_i = \lambda$. Otherwise the PSM state $A$ is closed.

Theorem 3.13. A closed PSM state is equivalent to a property state.

Proof. Assume a closed PSM state $A^{PSM} = (\alpha_1, \ldots, \alpha_n), \forall i : \alpha_i \neq \lambda$. It has the same structure as a property state $A^{PS} = (\alpha_1, \ldots, \alpha_n)$ which is the demanded property state.

It is possible to define stability of a PSM state in a similar way as stability of property state. $\lambda$ values are the only problem which must be handled. The main idea is following. If a function has a $\lambda$ value on input, the input is incomplete and the function can possibly support its output value when it is supplemented with right values. A decision if the function supports its output value is made when all $\lambda$ values on input are eliminated and replaced with real values.

Definition 3.14. Assume an application with a property set $\mathcal{P} = \{p_1, \ldots, p_n\}$, a PSM state $A = (\alpha_1, \ldots, \alpha_n)$ defined on $\mathcal{P}$, an arbitrary but fixed direct property $p_k \in \mathcal{P}$ and an arbitrary property $p_i \in \mathcal{P}$. Let $S^k_i$ be a set of $k$-supporting functions of the property $p_i$. A property value $\alpha_i$ is $k$-supported if and only if each $k$-supporting function of the property $p_i$ has either $\lambda$ value on input or computes the value $\alpha_i$.

$$\forall f \in S^k_i \ (f : \mathcal{D}(p_{j_1}, \ldots, p_{j_m}) \mapsto \mathcal{D}(p_i)) : (\lambda \in \{\alpha_{j_1}, \ldots, \alpha_{j_m}\} \lor f(\alpha_{j_1}, \ldots, \alpha_{j_m}) = \alpha_i)$$
Definition 3.15. Assume an application with a property set $\mathcal{P} = \{p_1, \ldots, p_n\}$, a PSM state $A = (\alpha_1, \ldots, \alpha_n)$ defined on $\mathcal{P}$, an arbitrary but fixed direct property $p_k \in \mathcal{P}$ and an arbitrary property $p_i \in \mathcal{P}$. A property value $\alpha_i$ is transitive $k$-supported if and only if

- $p_i = p_k$, or
- $\alpha_i$ is $k$-supported and for each $k$-supporting function $f$ of the property $p_i$ there exists $p_j \in \mathcal{D}(f)$, $p_j \neq p_i$ that its corresponding value $\alpha_j \in A$ is also transitively $k$-supported.

Definition 3.16. Assume an application with a property set $\mathcal{P}$ and a PSM state $A$ defined on $\mathcal{P}$. Let $\mathcal{P}^{Di} \subseteq \mathcal{P}$ be a set of all direct properties. The PSM state $A$ is stable if and only if

$$\forall \alpha \in A : (\exists p_k \in \mathcal{P}^{Di} : \alpha \text{ is transitively } k\text{-supported})$$

Theorem 3.17. A closed stable PSM state is equivalent to a stable property state.

Proof. A closed PSM state $A^{PSM}$ is according to 3.13 equivalent to a property state $A^{PS}$. The PSM state $A^{PSM}$ is stable and does not contain any $\lambda$ value. It means that the same supporting functions are satisfied in $A^{PS}$ and the property state $A^{PS}$ matches the definition 3.5.

3.2.3 PSM Transition

PSM states create stable transitions similar to transitions defined on property states. They are called stable PSM transitions.

Definition 3.18. Assume an application with a property set $\mathcal{P} = \{p_1, \ldots, p_n\}$, a property network $\mathcal{N}$ and a stable PSM state $A$. Let $p_i$ be a direct property in $\mathcal{P}$ and $\gamma$ be an arbitrary property value in $\mathcal{D}(p_i)$. Assume that $\lambda \notin \text{Re}(p_i)$. Let us apply the algorithm $\text{react}(p_i, \gamma)$ on the PSM state $A$ creating a new PSM state $B$.

A pair of PSM states $(A, B)$ is called a stable PSM transition. The first state is called a source state, the second is called a target state. A pair $(p_i, \gamma)$ is called a stable PSM transition characteristic.

Theorem 3.19. Let $(A, B)$ be a stable PSM transition. Then $B$ is stable PSM state.

Proof. The proof is similar to 3.7.

Theorem 3.20. Let $(A, B)$ be a stable PSM transition and $A$ a closed PSM state. Then the PSM state $B$ is closed.

Proof. $B$ is created by a modification of $A$ during the reaction. The react algorithm does not generate any new $\lambda$ values. No $\lambda$ value is in $A$, hence no $\lambda$ value is in $B$.

Theorem 3.21. Let $(A, B)$ be a stable PSM transition and $A$ and $B$ closed stable PSM states. Then it is equivalent to a stable transition.
Proof. According to 3.17 \( A \) and \( B \) are equivalent to stable property states and the definition of the stable PSM transition \((A, B)\) matches the definition 3.6. \(\square\)

A term very important for the algorithm is an initial stable PSM transition. It is a stable PSM transition which can be generated directly from a property network. This transition describes just one network reaction and nothing more. All values not involved in a reaction are evaluated to \( \lambda \). Generating the initial transitions is the first phase of the algorithm. The initial transitions are passed to the second phase as input and the algorithm creates an output state machine on the basis of them.

**Definition 3.22.** Assume an application with a property set \( \mathcal{P} = \{ p_1, \ldots, p_n \} \) and a stable PSM transition \((A, B)\) with characteristic \((p_i, \beta_i)\) where \( A = (\alpha_1, \ldots, \alpha_n) \) and \( B = (\beta_1, \ldots, \beta_n) \) defined on \( \mathcal{P} \). \((A, B)\) is called an initial stable PSM transition if and only if

\[
\forall j: p_j \in (\text{Re}(p_i) \cup \{ p_i \}) \iff \alpha_j \neq \lambda
\]

**3.2.4 PSM State Combination**

One of the algorithm steps is combination of two compatible stable PSM states together in order to eliminate some \( \lambda \) values and create a new more complete stable PSM state. Combination lies in substitution of \( \lambda \) values in one state with values from the other state. Values in the same positions in compatible states must be either equal or one of them must be \( \lambda \). Moreover, a product of a combination must be a stable PSM state again.

**Definition 3.23.** Assume two values \( \alpha \) and \( \beta \).

- The values are compatible (denoted as \( \alpha \sim \beta \)) if and only if \( \alpha = \beta \lor \alpha = \lambda \lor \beta = \lambda \).
- The values are left compatible (denoted as \( \alpha \succ \beta \)) if and only if \( \alpha = \beta \lor \beta = \lambda \).

**Definition 3.24.** Let us define a binary operation \( \oplus \) on two compatible values \( \alpha \) and \( \beta \).

\[
\alpha \oplus \beta = \begin{cases} 
\alpha & \ldots & \beta = \lambda \lor \alpha = \beta \\
\beta & \ldots & \alpha = \lambda 
\end{cases}
\]

**Definition 3.25.** Assume two vectors \( A = (\alpha_1, \ldots, \alpha_n) \) and \( B = (\beta_1, \ldots, \beta_n) \).

- The vectors are compatible (denoted as \( A \sim B \)) if and only if

\[
\forall i: \alpha_i \sim \beta_i
\]

- The vectors are left compatible (denoted as \( A \succ B \)) if and only if

\[
\forall i: \alpha_i \succ \beta_i
\]
**Definition 3.26.** Let us define a binary operation $\otimes$ on two compatible vectors $A = (\alpha_1, \ldots, \alpha_n)$ and $B = (\beta_1, \ldots, \beta_n)$.

$$A \otimes B = \begin{pmatrix} \alpha_1 \otimes \beta_1 \\ \vdots \\ \alpha_n \otimes \beta_n \end{pmatrix}$$

**Definition 3.27.** Assume two stable PSM states $A = (\alpha_1, \ldots, \alpha_n)$ and $B = (\beta_1, \ldots, \beta_n)$.

- The stable PSM states are **compatible** (denoted as $A \sim B$) if and only if $A \sim B$ (from the vector point of view) and $A \otimes B$ is a vector equivalent to a stable PSM state.
- The stable PSM states are **left compatible** (denoted as $A \succ B$) if and only if $A \succ B$ (from the vector point of view) and $A \otimes B$ is a vector equivalent to a stable PSM state.

**Definition 3.28.** Let us define a binary operation $\boxdot$ on two compatible stable PSM states $A = (\alpha_1, \ldots, \alpha_n)$ and $B = (\beta_1, \ldots, \beta_n)$.

$$A \boxdot B = \begin{pmatrix} \alpha_1 \boxdot \beta_1 \\ \vdots \\ \alpha_n \boxdot \beta_n \end{pmatrix}$$

Aside stable PSM states, even a stable PSM transition can be combined with a stable PSM state. The combination is directed by the source state of the transition that has to be compatible with the second operand. A new stable PSM transition is a result of the operation and represents the idea “Combine the source state of the original transition with the second operand and then apply the react algorithm with the same input as the original transition”.

**Definition 3.29.** Assume a stable PSM transition $(A, B)$ and a stable PSM state $C$ where $A = (\alpha_1, \ldots, \alpha_n)$, $B = (\beta_1, \ldots, \beta_n)$ and $C = (\gamma_1, \ldots, \gamma_n)$. Let $A$ and $C$ be the compatible stable PSM states. Let us define a binary operation $\circledast$ as

$$C \circledast (A, B) = (A \boxdot C, B')$$

where $B' = (\beta'_1, \ldots, \beta'_n)$ and

$$\forall \beta'_i \in B' : \beta'_i = \begin{cases} \gamma_i & \beta_i = \lambda \\ \beta_i & \beta_i \neq \lambda \end{cases}$$

A combination of a stable PSM state and a stable PSM transition preserves stability. This is very important characteristic for the algorithm to be correct. This idea is proved in the following theorem.

**Theorem 3.30.** Assume a stable PSM transition $(A, B)$ and a stable PSM state $C$. Let $A$ and $C$ be the compatible stable PSM states. Then $C \circledast (A, B) = (A \boxdot C, B')$ is a stable PSM transition.
Proof. Assume a property set \( P = \{p_1, \ldots, p_n\} \) and PSM states \( A = (\alpha_1, \ldots, \alpha_n) \), \( B = (\beta_1, \ldots, \beta_n) \) and \( C = (\gamma_1, \ldots, \gamma_n) \). Let us apply the react algorithm on the PSM state \( A \otimes C \) with the same characteristic as the PSM transition \( (A, B) \) has. If the algorithm modifies the PSM state \( A \otimes C \) to the PSM state \( B' \) then the result is a stable PSM transition according to the definition 3.18.

Let \( (p_i, \beta_i) \) be the transition characteristic. The react algorithm works for the same characteristics and the same values on reactive properties equally – it affects the same set of properties and assigns the same (non-\( \lambda \)) values. Let us denote the following sets of indices.

\[
K := \{k \mid p_k \in Af(p_i)\}, \quad J := \{j \mid p_j \notin Af(p_i)\}
\]

For an arbitrary index \( k \in K \), it holds that

\[
\beta_k \neq \lambda \land \beta'_k = \beta_k
\]

For an arbitrary index \( j \in J \), there are two situations.

- \( \beta_j \neq \lambda \Rightarrow (\beta_j = \alpha_j = \alpha_j \otimes \gamma_j = \beta'_j) \)
- \( \beta_j = \lambda \Rightarrow (\alpha_j = \lambda) \Rightarrow (\gamma_j = \alpha_j \otimes \gamma_j = \beta'_j) \)

\[\square\]

3.2.5 Preprocessing

A reaction can never reach a connected component of the property network which is composed only from indirect properties. Therefore, each such a component has to be erased from the network. The algorithm would never create closed PSM state if such a component existed in the network.

3.2.6 First Phase

The first phase of the algorithm creates all possible initial stable PSM transitions from the input (preprocessed) property network. It is done according to the definitions 3.18 and 3.22 by the following algorithm. Output of the fist phase is stored in a graph \( G_0 = (N_0, L_0) \) whose exact meaning is described in the next section.

\[
N_0 := \emptyset \\
L_0 := \emptyset \\
G_0 := (N_0, L_0)
\]

foreach \( (p_i, \gamma) \in E \)

foreach \( A: \) stable state on \( Re(p_i) \cup \{p_i\} \)

apply react\((p_i, \gamma)\) on \( A \) creating \( B \)

\[
N_0 := N_0 \cup \{A, B\} \\
L_0 := L_0 \cup \{(A, B)\}
\]
3.2.7 Second Phase

The algorithm works in iterations. Input of an iteration is a graph (stable PSM states and transitions) which is called a generation. It is denoted $G_i = (N_i, L_i)$ where the index $i$ represents the sequence number of the iteration. Output of an iteration is a new graph of stable PSM states and transitions build upon the input generation. The new generation passes to the next iteration as input. Input of the first iteration is a set of initial stable PSM transitions generated by the first phase together with all contained stable PSM states formed into the initial generation $G_0$. $i$-th iteration contains the following steps.

- Define the next generation.
  \[
  N_{i+1} := \emptyset \quad L_{i+1} := \emptyset \quad G_{i+1} := (N_{i+1}, L_{i+1})
  \]

- Pass all closed stable PSM states which are not compatible with any other stable PSM state and its stable PSM transitions to the new generation.
  \[
  \text{foreach } A \in N_i : \text{closed}(A) \land (\nexists C \in N_i : A \sim C) \\
  N_{i+1} := N_{i+1} \cup \{A\} \\
  \text{foreach } (A, B) \in L_i \\
  N_{i+1} := N_{i+1} \cup \{B\} \\
  L_{i+1} := L_{i+1} \cup \{(A, B)\}
  \]

- Choose all compatible pairs of stable PSM states and add their combination to the next generation.
  \[
  \text{foreach } A \in N_i, B \in N_i : A \sim B \\
  N_{i+1} := N_{i+1} \cup \{A \otimes B\}
  \]

- For the stable PSM states $A$ and $B$ from the previous step choose all stable PSM transitions with $A$ or $B$ as the source stable PSM state and add a combination with the other stable PSM state to the next generation.
  \[
  \text{foreach } C \in N_i : (A, C) \in L_i \\
  (D, E) := B \otimes (A, C) \\
  N_{i+1} := N_{i+1} \cup \{D, E\} \\
  L_{i+1} := L_{i+1} \cup \{(D, E)\}
  \]
  \[
  \text{foreach } C \in N_i : (B, C) \in L_i \\
  (D, E) := A \otimes (B, C) \\
  N_{i+1} := N_{i+1} \cup \{D, E\} \\
  L_{i+1} := L_{i+1} \cup \{(D, E)\}
  \]

The algorithm ends when there is no compatible pair of stable PSM states left in the generation $G_i$. This last generation is output of the algorithm.
3.2.8 Finiteness

Lemma 3.31. There exists a generation with each stable PSM state closed.

Proof. Let us focus on the number of non-$\lambda$ values in a stable PSM state and denote the number as $\nu(A)$ where $A$ is the analyzed stable PSM state. The situation when a stable PSM state is created in a new generation can be of two kinds.

- The stable PSM state $D$ is created as a combination of compatible stable PSM states $A$ and $B$. A situation $(A \succ B \lor B \succ A) \land (\nu(A) = \nu(B))$ is not possible because it means that $A = B$ and states in a generation are unique.
  - If $A \succ B$ then $\nu(D) = \nu(A) > \nu(B)$.
  - If $B \succ A$ then $\nu(D) = \nu(B) > \nu(A)$.
  - Else $\nu(D) \in [\max\{\nu(A), \nu(B)\} + 1; \nu(A) + \nu(B) - 1]$.

- The stable PSM state $D$ is created as target of the combination of a stable PSM state $A$ and a stable PSM transition $(C, B)$. A situation $\forall i : (\beta_i = \lambda \Leftrightarrow \alpha_i = \lambda) \land (\nu(C) = \nu(B))$ is not possible because it means that $A = C$ and states in a generation are unique.
  - If $\forall i : (\beta_i \neq \lambda \Rightarrow \alpha_i \neq \lambda)$ then $\nu(D) = \nu(A) > \nu(C)$.
  - If $\forall i : (\alpha_i \neq \lambda \Rightarrow \beta_i \neq \lambda)$ then $\nu(D) = \nu(B) > \nu(C)$.
  - Else $\nu(D) \in [\max\{\nu(A), \nu(B)\} + 1; \nu(A) + \nu(B) - 1]$.

Let us denote a minimal $\nu$ in the $i$-th iteration as $\nu_{i}^{\min} = \min\{\nu(A) \mid A \in N_i\}$. From the analysis above, it can be deduced that

$$\nu_{i}^{\min} < \nu_{i+1}^{\min}$$

In the worst case scenario, when $\nu_{0}^{\min} = 1$, the minimal $\nu$ in the $(n-1)$-th generation ($n$ is the number of properties) is

$$\nu_{n-1}^{\min} = n$$

But it means that each stable PSM state in this generation is closed. \hfill \Box

Corollary 3.32. The algorithm is finite.

Proof. According to 3.31 there exists a generation with all stable PSM states closed. There is not any compatible pair of stable PSM states in this generation. \hfill \Box
3.2.9 Correctness

The goal of this section is to prove that output of the algorithm is well defined stable property state machine. The last generation is the output. First, it is shown that the last generation is equivalent to a stable property state machine. Than it is proved that the state machine is well defined.

**Lemma 3.33.** The last generation contains only stable PSM states and stable PSM transitions.

*Proof.* The initial generation contains only stable PSM states and initial stable PSM transitions. Combinations of stable PSM states and stable PSM transitions produce stable PSM states and stable PSM transitions again. By the principle of induction there are only stable PSM states and stable PSM transitions in the last generation. □

**Lemma 3.34.** Each stable PSM state in the last generation is closed.

*Proof.* It ensues directly from the algorithm finiteness (3.32). □

**Corollary 3.35.** The last generation is equivalent to a stable property state machine.

*Proof.* The previous lemmata and theorems 3.33, 3.34, 3.17 and 3.21 directly imply that the definition 3.8 is met. □

It remains to prove that each stable PSM state in the last generation has all outbound transitions defined. For this issue, the stable PSM state definition has to be extended. The purpose of the extension is auxiliary.

**Definition 3.36.** An extended PSM state $\vec{A}$ is a tuple

$$\vec{A} = (A, o(A))$$

where $A$ is a stable PSM state and $o(A)$ is a vector of values $o(\alpha)$ from the domain \{λ, 1\} with the same cardinality as $A$. The vector $o(A)$ is called an output vector of the extended PSM state. An extended PSM state can be denoted as follows.

$$\vec{A} = \left( \begin{array}{c} \alpha_1 \\ \alpha_i \\ \ldots \\ \alpha_i \\ \ldots \end{array} \right) , \left( \begin{array}{c} o(\alpha_1) = \lambda \\ \ldots \\ o(\alpha_i) = 1 \\ \ldots \end{array} \right) = \left( \begin{array}{c} \alpha_1 \\ \ldots \\ \alpha_i > \\ \ldots \end{array} \right)$$

Operations and relations defined on stable PSM states are basically the same on extended PSM states.

- $\vec{A} \sim \vec{B} \iff A \sim B \land o(a) \sim o(B)$
- $\vec{A} \succ \vec{B} \iff A \succ B \land o(a) \succ o(B)$
- $\vec{A} \oplus \vec{B} = (A \oplus B, o(a) \oplus o(B))$
• $\overrightarrow{C} \otimes (\overrightarrow{A}, \overrightarrow{B}) = (\overrightarrow{C} \otimes \overrightarrow{A}, (B', o(B)))$ where $B'$ is a stable PSM state constructed in 3.29.

**Theorem 3.37.** Arbitrary output vectors of the same cardinality are always compatible.

**Proof.** The domain of variables contained in the vectors is $\{\lambda, 1\}$ and these values can be combined with each other without limitation. $\square$

**Definition 3.38.** Assume a property set $\mathcal{P} = \{p_1, \ldots, p_n\}$, a set of all direct properties $\mathcal{P}^{Di} \subseteq \mathcal{P}$ and a generation $\mathcal{G}_k = (\mathcal{N}_k, \mathcal{L}_k)$. An arbitrary stable PSM state $A = (\alpha_1, \ldots, \alpha_n)$ defined on $\mathcal{P}$ contained in the generation $\mathcal{G}_k$ can be extended to a PSM state $\overrightarrow{A}$ by the following rule.

$$\forall i = 1, \ldots, n$$

$$o(\alpha_i) = \begin{cases} 1 & p_i \in \mathcal{P}^{Di} \land \\
\forall \gamma \in \mathcal{D}(p_i) : \exists (A, B) \in \mathcal{L}_k : \text{characteristic}(p_i, \gamma), (A, B)) \\
\lambda & \text{else} \end{cases}$$

What does it mean? In fact, output of each direct property is marked with the symbol $\triangleright$ if and only if all possible outbound transitions with the property acting like the transition characteristic are defined in the generation.

$$\left( \begin{array}{c} 0 \\
\lambda \\
\lambda \end{array} \right) \longrightarrow \left( \begin{array}{c} 1 \\
\lambda \\
1 \end{array} \right)$$

Let us define a simulation of the algorithm on extended PSM states with the results equivalent to the results of the original algorithm.

**Definition 3.39.** $i$-th algorithm iteration on extended PSM states is defined by the following steps.

• Run the $i$-th iteration of the original algorithm with extended PSM states on input. Use operations and relations defined in 3.36.

• Choose an arbitrary pair of extended PSM states $\overrightarrow{A}, \overrightarrow{B} \in \mathcal{N}_{i+1}$ which fulfills the condition $A = B$ and combine them into one as follows.

$$( A, o(A) \otimes o(B) )$$

Add the result to the $(i + 1)$-th generation with the input and output stable PSM transitions inherited from the extended PSM states $\overrightarrow{A}$ and $\overrightarrow{B}$. Finally, remove the extended PSM states $\overrightarrow{A}$ and $\overrightarrow{B}$ from the $(i + 1)$-th generation.

• Iterate the previous step until there is a pair of extended PSM states which fulfills the condition of the previous step.
Lemma 3.40. Let us simulate one iteration of the algorithm on a generation composed of extended PSM states according to 3.38. The new generation is composed of extended PSM states which meet the definition 3.38 as well.

Proof. Assume a situation when two extended PSM states $\overrightarrow{A}$ and $\overrightarrow{B}$ are combined creating an extended PSM state $\overrightarrow{C}$ in the new generation. Without loss of generality assume that $\overrightarrow{A}$ has an output mark on the index $i$. It means, that all possible outbound transitions are defined for the property $p_i$ (3.38). This output mark is inherited to $\overrightarrow{C}$. But the algorithm combines $B$ with all stable PSM transitions having $A$ as a source and thus passes the corresponding transitions having $C$ as a source to the new generation.

The presented extension is a convenient instrument to prove that the property state machine is well defined. The idea is shown in the following lemma.

Lemma 3.41. Assume a property set $\mathcal{P} = \{p_1, \ldots, p_n\}$, a set of all direct properties $\mathcal{P}^{Di} \subseteq \mathcal{P}$ and the last generation $\mathcal{G}_k$ with stable PSM states extended according to 3.36 and 3.38. If an arbitrary extended PSM state $\overrightarrow{A} = (A, o(A)), A = (\alpha_1, \ldots, \alpha_n)$ in the generation $\mathcal{G}_k$ holds

$$\forall i, p_i \in \mathcal{P}^{Di} : o(\alpha_i) = 1$$

then the last generation $\mathcal{G}_k$ is well defined.

Proof. It is implied directly from the definitions 3.9 and 3.38.

Another auxiliary lemma makes possible to decompose a stable PSM state existing in the last generation to (initial) stable PSM states from the initial generation.

Lemma 3.42. Assume a closed stable PSM state $A = (\alpha_1, \ldots, \alpha_n)$ and an arbitrary but fixed index $i$. There exists a stable PSM state $B = (\beta_1, \ldots, \beta_n)$ in the initial generation $\mathcal{G}_0$ compatible with $A$ which holds $\alpha_i = \beta_i \not= \lambda$.

Proof. Assume a property set $\mathcal{P} = \{p_1, \ldots, p_n\}$ and the initial generation $\mathcal{G}_0 = (N_0, L_0)$.

- The property $p_i$ is direct. The initial generation $\mathcal{G}_0$ contains all possible initial stable PSM transitions, thus there exists a set of initial stable PSM transitions $\{(B_1, C), \ldots, (B_n, C)\}$ with the same characteristics $(p_i, \alpha_i)$. All the transitions have the same target but different sources. Each source holds the condition described in 3.22. All sources together represent all stable value permutations of properties in $Re(p_i) \cup \{p_i\}$. Because of stability of $A$ there exists $k$ that $B_k$ matches the theorem.

- The property $p_i$ is indirect. Because of stability of $A$ the value $\alpha_i$ is transitively $k$-supported where $k$ is the index of a direct property. For the value $\alpha_k$, there exists an initial stable PSM transition $(B, C) \in L_0$ with the characteristic $(p_k, \alpha_k)$. The stable PSM state $C$ matches the theorem.
Finally, let us prove that the last generation is well defined. Assume a closed stable PSM state $A$ from the last generation. Let us build a set of initial stable PSM states $I$ which are compatible with $A$ by the following algorithm.

$I := \emptyset$

\textbf{foreach} $i = 1, \ldots, n$
\quad \textbf{foreach} $B \in L_0$: found according to 3.42
\quad $I := I \cup \{B\}$

Assume $I = \{B_1, B_2, \ldots, B_m\}$. The stable PSM states in $I$ are pairwise compatible (combination creates a stable PSM state more similar to $A$) and combined with each other they create the stable PSM state $A$.

$$A = (B_1 \otimes (B_2 \otimes (B_3 \ldots (B_{m-1} \otimes B_m) \ldots)))$$

Let us extend the stable PSM states $B_k \in I$ and the PSM state $A$ according to 3.38. The extended PSM states in $I$ contains together all possible output marks. If the formula “$A$ inherits all output marks from the initial generation”

$$o(A) = (o(B_1) \otimes (o(B_2) \otimes (o(B_3) \ldots (o(B_{m-1}) \otimes o(B_m)) \ldots))) \quad (\ast)$$

is valid than the last generation is according to 3.41 well defined and the algorithm is correct.

Let us prove the ($\ast$) formula validity. For contradiction, assume that $\exists k : o(A) \neq o(B_k)$. It means that $\exists i : o(\alpha_i) = \lambda \land o(\beta^k_i) = 1$ in the extended PSM states $\overrightarrow{A} = (A, o(A)), \overrightarrow{B_k} = (B_k, o(B_k)), B_k = (\beta^k_1, \ldots, \beta^k_n)$.

Let us simulate one iteration of the algorithm on the extended initial generation and aim at the set $I$. A new generation of extended PSM states is created. All extended PSM states in the new generation which are created as a combination of two extended PSM states from $I$ are pairwise compatible again. The extended PSM state $\overrightarrow{B_k}$ is compatible with an arbitrary other extended PSM state $\overrightarrow{B_l} \in I$ so there exists a combination $\overrightarrow{C} = \overrightarrow{B_k} \otimes \overrightarrow{B_l}, \overrightarrow{C} = (C, o(C)), C = (\gamma_1, \ldots, \gamma_n)$ in the new generation. This combination inherits the output mark from $\overrightarrow{B_k}$, it means that $o(\gamma_i) = 1$.

By the principle of induction the algorithm can be simulated until the generation which contains the extended PSM state $\overrightarrow{A}$ is reached. There exists an extended PSM state $\overrightarrow{C}$ in this generation which inherits the output mark from $B_k$ and it is not $\overrightarrow{A}$. But $\overrightarrow{A} \sim \overrightarrow{C}$. It is in contradiction with the presumption that the reached generation is the last generation.

\textbf{Corollary 3.43.} The algorithm is correct.

\textbf{3.2.10 Complexity}

\textbf{Theorem 3.44.} Number of stable PSM states in the last generation is polynomial to the number of stable PSM states in the initial generation.
Proof. Assume a generation $G_i$ with $m$ stable PSM states and its succeeding generation $G_{i+1}$. Let us evaluate an upper bound of stable PSM states count in the generation $G_{i+1}$. Assume two compatible stable PSM states $A$ and $B$ in the generation $G_i$ and combine them as the algorithm defines creating a stable PSM state $A \odot B$ in the generation $G_{i+1}$. $A$ is the source of several transitions which can direct to at most $m$ unique targets. All the transitions are combined with $B$ so their targets (“combined” with $B$ according to 3.29) are included into the generation $G_{i+1}$. The same idea can be applied symmetrically to transitions with $B$ as the source. It means that for a pair of compatible stable PSM states in the generation $G_i$, there are at most

$$2 \cdot m + 1$$

stable PSM states in the generation $G_{i+1}$. There are at most

$$\binom{m}{2}$$

pairs of compatible stable PSM states in the generation $G_i$. Each stable PSM state can be also passed to the generation $G_{i+1}$ if it is not compatible with any other stable PSM state in the generation $G_i$. It means that an upper bound can be evaluated as

$$(2m + 1) \cdot \binom{m}{2} + m = m^3 - \frac{1}{2}m^2 + \frac{1}{2}m \leq m^3 (m \in \mathbb{N})$$

Assume an application with $n$ properties. This number is now a constant. Then assume that the initial generation $G_0$ contains $M$ stable PSM states. According to 3.31, the algorithm makes at most $n - 1$ main iterations. It means that number of stable PSM states in the generation $G_{n-1}$ is at most

$$M^{(3n-1)}$$

Corollary 3.45. Time and space complexity of the algorithm’s second phase is polynomial with respect to size of the initial generation.

3.3 Hierarchical Mode Automaton

The property state machine constructed as described is able to react to events and properly adjust the property values. However, the question which components and connections are enabled and which values of real-time attributes are applied in a particular property state is not answered yet.

Assume a components composed into a hierarchy with component modes as defined in Chapter 2. Let us focus just on component modes now. The modes create a hierarchical automaton. It means that a mode can contain other modes formed into a smaller automaton. A mode can contain even more than one nested automaton.

There is resemblance with hierarchical automata defined in UML [17]. Let us use UML terminology in the following text and define a subset of the automata suitable for the purpose of this chapter.
**Definition 3.46.** A *HMA region* is a triplet $(\mathcal{M}, M_0, \tau)$ where

- $\mathcal{M}$ is a nonempty set of HMA modes contained in the region. The HMA mode is defined below.
- $M_0 \in \mathcal{M}$ is an *initial HMA mode*.
- $\tau : \mathcal{M} \times \mathcal{C} \mapsto \mathcal{M}$ is a *HMA transition function*. $\mathcal{C}$ is a set of mode conditions of all modes in $\mathcal{M}$.

$$\mathcal{C} = \{ \Gamma_{M_i} \mid \forall M_i \in \mathcal{M} \}$$

The transition function defines which target HMA mode is active after a mode condition is met in an active HMA mode.

A *HMA mode* $M$ is a pair $(N, \mathcal{R})$ where

- $N$ is a component mode.
- $\mathcal{R}$ is a set of HMA regions. This set is denoted $M(\mathcal{R})$.

The HMA mode $M$ is *primitive* if and only if $M(\mathcal{R})$ is empty. Otherwise it is *composite*. $M$ is *orthogonal* if and only if $M(\mathcal{R})$ has two or more elements.

---

A region can be understood as a representation of one composite component. It also encapsulates one finite automaton defined at a single level of the hierarchy. A HMA mode is an extension of a simple component mode. The extension adds a possibility to enclose some other regions, thus creates the mode automata nesting. Figure 3.3 shows an example of a component hierarchy with a corresponding hierarchical mode automaton.

Basic child/parent relations between modes and regions can be observed on the hierarchical structure of an automata.
Definition 3.47. Assume two sets of HMA regions
\[\mathcal{R}_1 = \{R_{1,1}, R_{1,2}, \ldots\}, \mathcal{R}_2 = \{R_{2,1}, R_{2,2}, \ldots\}\]
and a HMA mode \(M \in R_{1, i} \in \mathcal{R}_1\) for an arbitrary but fixed index \(i\). Assume that \(M = (N, \mathcal{R}_2)\) as well. For an arbitrary but fixed index \(j\).
- the HMA region \(R_{1, i}\) is called a parent region of the region \(R_{2, j}\).
- the HMA region \(R_{2, j}\) is called a child region of the region \(R_{1, i}\).
- the HMA mode \(M\) is called a parent mode of the region \(R_{2, j}\).
- the HMA region \(R_{2, j}\) is called a child region of the mode \(M\).

Definition 3.48. A hierarchical mode automaton is one HMA region called a top-level region.

Like every other automaton a hierarchical mode automaton defines a state in which it can be at runtime. The state of the hierarchical mode automaton is not just one active mode but a collection of modes which contains active modes for all transitively enabled subcomponents. Each state of the hierarchical mode automaton represents one configuration of the application. The state can be defined by the following recurrent definition.

Definition 3.49. Assume a hierarchical mode automaton \(H\). A set of HMA modes \(S = \{M_1, M_2, \ldots\}\) is called a HMA state if and only if
- there exists just one mode in the state \(S\) from the top-level region.
  \[\exists! M_j \in S : M_j \in H(M)\]
- there exists just one mode in the state \(S\) from each region whose parent mode is in the state \(S\).
  \[\forall M_k \in S, M_k = (N, \mathcal{R}_k) : (\forall R_i \in \mathcal{R}_k : (\exists! M_j \in S : M_j \in R_i(M) ))\]
It can be said that the mode \(M_j\) represents the region \(R_i \ (H)\) or that the region is represented by the mode in the state \(S\).

As described in Section 2.2.3, a link between component modes and properties is established by a special mode property that exists in a well defined property set of a multi-moded component. The HMA state corresponding to a property state can be found using the special mode properties as described by the following definition.

Definition 3.50. Assume a property set \(P = \{p_1, \ldots, p_n\}\), a property state \(A = (\alpha_1, \ldots, \alpha_n)\) defined on \(P\) and a HMA state \(S = \{M_1, \ldots, M_m\}\). The HMA state \(S\) is corresponding to the property state \(A\) if and only if
\[\forall M_i \in S : \alpha_j = M_i\]
where \(\alpha_j\) is a value of a property \(p_j\) in the property state \(A\) and \(p_j\) is a property corresponding to the mode \(M_i\) according to 2.12.
3.4 HMA Algorithm

An algorithm which finds a HMA state corresponding to a property state is proposed in this section. The first part presents the algorithm itself, the second part proves that the algorithm ends in finite time with correct result and shows its time and space complexity.

3.4.1 Algorithm

Input of the algorithm is a property state $A$ and a hierarchical mode automaton $H$. Output of the algorithm is a HMA state $S$ corresponding to the property state $A$.

The algorithm executes the following steps. First, initiate a set of HMA regions $\mathcal{R}$ and a set of HMA states $S$.

$$
\mathcal{R} := \{H\}
$$

$$
S := \emptyset
$$

Then iterate the following steps until the set $\mathcal{R}$ is empty. The set $S$ is output of the algorithm.

Let $R_i$ be an arbitrary but fixed region in $\mathcal{R}$

$$
\mathcal{R} := \mathcal{R} \setminus \{R_i\}
$$

foreach $M_j \in R_i$

find corresponding property $p_k$ and its value $\alpha_k \in A$

if $\alpha_k = M_j$

$$
S := S \cup M_j
$$

$$
\mathcal{R} := \mathcal{R} \cup M_j(\mathcal{R})
$$

3.4.2 Finiteness, Correctness and Complexity

Theorem 3.51. Let a finite hierarchical mode automaton $H$ and a property state $A$ be input of the algorithm. Then the algorithm is finite.

Proof. The modes contained in $H$ form together a finite tree. The algorithm traverses the tree and each node is inspected at most once.

Theorem 3.52. Let a finite hierarchical mode automaton $H$ and a property state $A$ be input of the algorithm and let the algorithm end with the set $S$ on output. Then $S$ is a HMA state corresponding to $A$.

Proof. As soon as some region $R$ is inspected during the algorithm process, there exists a mode $M$ in the resulting set $S$ which represents the region $R$.

Let us show that $S$ is a HMA state. Because of the initial content of the set $\mathcal{R}$ the top-level region is surely inspected and represented in the result. It fulfills the first requirement to the definition 3.49. For each mode added into the result the algorithm adds all its child regions to $\mathcal{R}$ for a future inspection. So these regions are represented in the result as well. It fulfills the second requirement to the definition 3.49.
It remains to prove that the HMA state $S$ is corresponding to the property state $A$. A corresponding property of each mode $M$ in $S$ is evaluated with the values from $A$ and the mode $M$ is added to $S$ if and only if the evaluation fulfills the definition 3.50.

**Theorem 3.53.** Let a finite hierarchical mode automaton $H$ and a property state $A$ be input of the algorithm. Time complexity of the algorithm is linear to the number of elements transitively contained in $H$.

**Proof.** Each HMA region and HMA mode transitively contained in $H$ is visited by the algorithm as most once. \qed

### 3.4.3 Enable and Attribute Lists Association

Each component mode defines a subcomponent and connection enable list and sub-component attribute list, i.e. sets of components and connections which are enabled and values of real-time attributes which are valid when the mode is active. A HMA state represents a set of active component modes. It means that the set of components enabled in the HMA state is simply an union of the subcomponent enable lists or of all modes contained in the state. The same idea can be applied to connection enable lists and component attribute lists.

**Definition 3.54.** Assume a HMA state $S = (M_1, \ldots, M_m)$.

- A set of components $M_1(S^c) \cup \cdots \cup M_n(S^c)$ is called a **HMA state component enable list**.
- A set of components $M_1(C^e) \cup \cdots \cup M_n(C^e)$ is called a **HMA state connection enable list**.
- A set of value definitions $M_1(R) \cup \cdots \cup M_n(R)$ is called a **HMA state component attribute list**.

Finally, assume a well defined stable property state machine. For each stable property state contained in the state machine, a corresponding HMA state can be found and its component enable list, connection enable list and component attribute list define a configuration of the application valid for the property state.
Chapter 4

Runtime

This chapter provides an image how the application looks like at runtime and shows details about the mechanism runtime architecture introduced in Section 1.4.7. As the oracle based approach for the network reaction representation is mainly discussed in the report, the architecture variant using the oracle is assumed in the following description.

Application is at runtime composed of deployed components and connections, i.e. with their instances. A configuration of the application corresponds to a HMA state (3.49) or more precisely to its component enable list, connection enable list and attribute list (3.54). Deployed components and connections are formed either into a hierarchical component model again or to a flat component model. Ideas presented in this chapter can be applied to both hierarchical and flat component models with minimal modifications.

4.1 Structural Requirements

In every moment of the runtime reconfiguration, runtime structural requirements similar to the meta-model structural requirements (2.4) have to be satisfied.

(1) An arbitrary require interface of an arbitrary enabled component has to be connected to exactly one compatible provide interface of another enabled component (for both hierarchical and flat component models) or to exactly one require interface of a parent component (for a hierarchical component model only).

(2) An arbitrary provide interface of an arbitrary enabled composite component has to be connected to exactly one provide interface of an enabled subcomponent (for a hierarchical component model only).

(3) An arbitrary enabled connection has to connect only interfaces defined on enabled components (for both hierarchical and flat component models).

Two observations about the process of enabling and disabling application parts can be made as corollaries implied from the structural requirements.
First, in the time when a component is disabled, also all connections connected to its provide interfaces are disabled, thus components requiring a service of the disabled component are either rerouted to another components or disabled as well.

Second, in the time when a component is enabled, each of its require interfaces is connected to a component providing the required service. This component is either enabled before the requiring component or it is enabled with the requiring component at the same time.

### 4.2 Architecture

As the runtime architecture is divided into the three parts – gathering the values, the network reaction representation and the reconfiguration based on a mode change protocol – there exist three components, each of them realizing one of the activities. By encapsulating the activity to a single component, the flexibility of the architecture is preserved. The component defines an immutable interface but its implementation can be switched according to the situation, i.e. the type of the network reaction representation and the mode change protocol can be easily replaced. The whole architecture is shown in Figure 4.1.

**Figure 4.1: Architecture of the mode change mechanism at runtime**

The first part of the architecture is represented by the component **Mode Property Storage**. The component acts like memory that stores current property values. A connection to common components is realized through the interfaces `set` and
Compatible interfaces `setModeProperty` and `getModeProperty` are automatically generated for each common component at deploy phase. A common component is able to send a new value through the `setModeProperty` interface and gain the current value through the `getModeProperty` interface. When a new value is sent it is stored in memory and an event is triggered. The event enters the second architecture part as input. A common component cannot set values of indirect properties, hence the component `Mode Property Storage` can store and handle just direct properties.

The second part is represented by the component `Mode Property Reactor`. On the basis of an input event a network reaction is simulated and a stable property state is found. Output of the process is an update of property values and a new configuration of the application. Current property values are updated in the first architecture part and the new configuration is transferred to the third architecture part as input. As proposed in Chapter 1 this architecture part incorporates own extra task. For this reason, an event queue is present in order to synchronize data flow between the extra task and common component’s tasks.

The component `Mode Reconfigurator` represents the third architecture part. When a new configuration is on input, it is compared to the current configuration of the application and input for a mode change protocol is created based on this. The mode change protocol finds and saves a schedule. This architecture part incorporates another extra task which just reads the schedule and enables or disables application parts at the right time.

### 4.3 Component Interface

It is possible that the source code of a common component uses directly the interfaces `setModeProperty` and `getModeProperty` for the property handling. However, this approach has several drawbacks. First of all, since the interfaces are generated in deploy phase they do not exist in design phase. The next problem is the parameter of the interface calling – the property identifier. The identifier has to be unique among all application properties so it has to be an automatically generated number. It means that the identifier is not human-readable. Finally, if the mechanism architecture at runtime were implemented differently the compatibility of old components could be broken.

The drawbacks can be neglected or overridden but they are still retarding for the user. A promising solution is an extension of the component API with new methods regarding to the property handling. Implementation of the methods uses the generated interfaces and is automatically generated with them in deploy phase. It covers the automatically generated property identifiers and brings opportunity to define extra functions.

The component API is extended by the following basic methods.

- `setModeProperty(propertyLocalId, value)` – Set a new value to a property.
- `getModeProperty(propertyLocalId)` – Get a value of a property.
The following extra methods are included as well.

- `setChangedModeProperty(propertyLocalId, value)` – Set a new value to a property but only if the condition that a new value is different from the current one is met. The difference to the method `setModeProperty` is that the calling of the method with the current value does not trigger an event which could cause a reconfiguration.

- `resetModeProperty(propertyLocalId)` – The current value of a property is not changed, just an event is triggered.

### 4.4 Event Queue

A real-time application cannot rely on availability of a suitable dynamic memory allocator. It is convenient to implement the event queue using static memory allocation. It means that the maximum size of the queue has to be set in advance. It can be done in this particular situation but one presumption has to be introduced.

Assume that each property can be modified by one instance of a task at most once. It means that the number of events offered to the queue by the instance is equal to the number of direct properties.

The following analysis is done for the RM scheduling algorithm. For a different algorithm the results can be different. In the worst case scenario, the number of instances of common component’s tasks scheduled between two instances of the reactor task can be above bounded by the number

\[
\sum_{i \in Co} \left\lceil \frac{2 \cdot T_r}{T_i} \right\rceil
\]

where \(Co\) is a set of indices of all common tasks, \(T_i\) is a period of a task with index \(i\) and \(T_r\) is a period of the reactor task. With another presumption that the reactor task has higher priority than an arbitrary common task, the upper bound can be estimated to \(2 |Co|\). In this case, the maximum size of the queue is

\[
2 \cdot |Co| \cdot |P^{Di}|
\]

where \(P^{Di}\) is a set of all direct properties.

### 4.5 Oracle Based Reactor

The component Mode Property Reactor is based on the property state machine which acts like an oracle for the network reaction representation. This structure is stored in the component. Besides this, the component keeps an information about current state of the machine.

Memory complexity of the property state machine can be reduced by omitting values of indirect properties in each state of the property state machine. It can
be done because of the fact that the indirect properties are not stored in the first architecture part and no other architecture part uses them. However the structure of the property state machine – a number of states and transitions – has to remain unchanged.

4.6 Mode Change Protocol

The Maximum-period offset protocol can be easily used as a mode change protocol. This protocol is simple to be implemented and supports periodicity. Assuming that the meta-model structural requirements (2.4) are satisfied in the design phase, the runtime structural requirements described are also satisfied because of the fact that a reconfiguration is done at the same time (with a single offset). However, a promptness of a reconfiguration is poor under this protocol.

In order to improve the promptness, more sophisticated protocols should be incorporated. But this is out of scope of the report. There is an opportunity for further research. The designed architecture is at least flexible enough in order to make the other protocol’s implementation easier.

4.7 Enabling and Disabling Application Parts

A real-time application cannot rely on availability of a dynamic memory allocator. It is convenient to design the reconfiguration without the dynamic memory allocation. All components enabled in an arbitrary configuration exists in memory all the time the application is executed. Disabling and enabling components is accomplished by the following methods.

- Implicitly. If the component is supposed to be disabled, there are no enabled connections to it directing transitively from an arbitrary enabled active component, thus a thread of execution cannot reach the disabled component. If the component is supposed to be enabled, all components requiring its service are connected to it. This method is valid because of the validity of the runtime structural requirements.

- Explicitly. Active components are enabled by starting the component’s task and disabled by stopping the component’s task.

Enabling and disabling application parts is realized using a schedule. It is a structure which maps time points to atomic operations. The component Mode Reconfigurator executes the atomic operations at the right time as described in the schedule by calling system API. The atomic operations can be:

- \texttt{startTask(componentTask, attributes)} – Start an active component’s task with the specified real-time attributes.

- \texttt{stopTask(componentTask)} – Stop an active component’s task.
• `createConnection(sourceItf, targetItf)` – Enable connection between two interfaces.

• `destroyConnection(sourceItf, targetItf)` – Disable connection between two interfaces.
Chapter 5

Implementation in SOFA HI

A proof-of-concept implementation is included in the report. It is based on SOFA 2 Component system or more precisely on its real-time profile SOFA HI (proposed in [1]). This chapter describes specific properties of SOFA HI and a way how to implement a support for operating modes in it.

5.1 SOFA HI Specific Characteristics

SOFA HI has several specific characteristics that differentiate it from a generic hierarchical component system. Some of the following characteristics cause that the implemented mode change concept has to be adjusted. Other characteristics are just informative and they are described in order to make the implementation intelligible.

A component’s structure is divided in two entities – a frame and an architecture. A frame defines an outer interface of the component, i.e. a way how other components communicate with the component. An architecture, on the other hand, represents the component’s implementation. The component can even use more than one frame but just one architecture. The component’s structure division brings a question which new entities – component modes, mode properties and mode property functions – are defined in the context of a frame and which ones in the context of an architecture.

SOFA HI uses a flat component meta-model at runtime. An original hierarchical meta-model is in SOFA HI called a repository meta-model. An instance of the repository meta-model is in deploy phase flattened and transformed into an instance of an inter meta-model. A runtime architecture of the application is based on this flat inter model. Hence the mode change mechanism have to work at runtime with common components composed at one level only.

SOFA HI defines two types of components – active and passive. An active component carries its own thread of execution, defines real-time attributes and implements an infinite loop in order to create a periodical task. A passive component acts just like a service for other components. Its code is executed in the context of an active component.

Aside an application structure, a deployment plan is defined. A deployment plan
is a supporting configuration which describes how the application is deployed and which values of component’s configuration parameters are applied. This is the place where values of real-time attributes are defined.

### 5.2 Repository Meta-model Extension

A question where new entities are defined – either on a frame or on an architecture – is presented in the previous section. This section answers the question and presents an extension of the SOFA HI meta-model overall.

![Figure 5.1: Extension of repository meta-model](image)

Since a component mode is in fact an internal configuration of a component, it is defined on an architecture. This refers to the subcomponent and connection enable lists. Values of real-time attributes are defined in the context of deployment plan. Hence the deployment plan is the place where different values for different component modes are specified.

Mode properties are responsible for a communication with component’s outer surrounding. Therefore, it is necessary to define them in the context of a frame. However, the second responsibility of mode properties refers to the mode condition. The second responsibility is in the mechanism modeled using a special mode property corresponding to the component mode. The mode property cannot be defined on a frame in order to preserve frame’s independence from the component.
modes defined on the architecture. Since different mode properties have different responsibilities, it is convenient to define them on both entities. As a result, a set of component mode properties is an union of sets of both frame and architecture mode properties. It is up to the user to decide which properties are general enough to be defined on the frame and which are architecture-specific.

Mode property functions create relations between mode properties and thus have to be defined alike. Functions working with frame mode properties only can be defined in the context of the frame. Functions which works fully or partially with architecture mode properties have to be defined in the context of the architecture in order to preserve a concept of an independent frame. As a result, a set of component mode property functions is an union of the two sorts of functions.

Mode property function is implemented by a template of functional behavior as described in Section 1.4.2. It is possible to re-use the templates for different properties in the application or even for different applications. That is the reason why templates are stored as first-class objects in the common library. It has been discussed that templates are defined using the special PFL language. Similarly, a (semantic) meta-model of templates is not part of the repository meta-model and the repository meta-model just refers it through a definition of a mode property function.

The entire extension of the meta-model is shown in Figure 5.1. All new entities are highlighted.

5.3 ADL Extension

SOFA 2 ADL is used as an architecture description language of SOFA HI system. This section describes all extensions of SOFA 2 ADL intended to model new entities of meta-model.

An architecture is extended of component modes. Therefore an ADL element architecture can contain multiple occurrences of a newly defined element mode. A component mode has a name and defines a list of enabled subcomponents and connections. To represent this fact, an element mode contains an attribute name and multiple occurrences of subelements enabled-sub-comp representing an enabled subcomponent and enabled-connection representing an enabled connection. To make the referencing of component’s connections in ADL possible, it is necessary to add an optional attribute name to the element connection.

```
<architecture name='architecture-name' frame='frame-ref' ...>
  <sub-comp name='subcomponent-name' frame='frame-ref' .../>
  <connection name='connection-name'>
    <endpoint sub-comp='subcomponent-name' itf='interface-name' />
  </connection>
  <mode name='mode-name'>
    <enabled-sub-comp sub-comp='subcomponent-name' />
    <enabled-connection connection='connection-name' />
  </mode>
```
The second part of a component mode definition is in a deployment plan, where differences of real-time attribute values are defined. An ADL element `<depl-subcomponent>` can contain multiple occurrences of a newly defined element `depl-mode`. This element contains an attribute `name` referencing a particular component mode. It also contains multiple occurrences of element `depl-prop-value`. Values defined in the context of an element `depl-mode` are applied in the referenced component mode.

```xml
<depl-subcomponent name='subcomponent-name' ...
  <depl-mode name='mode-name'>
    <depl-prop-value name='prop-name'>value</depl-prop-value>
  </depl-mode>
</depl-subcomponent>
```

Mode properties and mode property functions are defined on both a frame and architecture. To model this relations, an ADL element `frame` (architecture) can contain multiple occurrences of an element `mode-prop` and multiple occurrences of an element `mode-prop-function`. Each element `mode-prop` represents a mode property and contains an attribute `name` and an attribute `type`. Each element `mode-prop-function` represents a mode property function and contains an attribute `impl` which bounds it with a function template. This element can contain subelements representing function’s input and output properties. It contains exactly one element `output` and multiple occurrences of element `input`. Both elements can be in two variants. The first variant represents local property reference. An element contains an attribute `prop` which refers to a mode property defined in a local frame or architecture. The second variant represents an external reference. An element contains an attribute `sub-comp` referring a particular subcomponent and an attribute `prop` which links it with a mode property defined on the referenced subcomponent’s frame.

```xml
<frame name='frame-name'>
  <mode-prop name='mode-prop-name' type='mode-prop-type' />
  <mode-prop-function impl='pft-ref'>
    <input prop='mode-prop-name' />
    <input sub-comp='sub-comp-name' prop='mode-prop-name' />
    <output prop='mode-prop-name' />
  </mode-prop-function>
</frame>
```

A template of function’s behavior is defined as a completely new object. In ADL it is represented by an element `property-function-template` with an attribute `name`. This element contains a description of the function written in PFL.

```xml
<property-function-template name='property-function-name'>
```
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5.4 Deploy Phase and Runtime

Once an application is designed, a deploy phase comes. All prerequisites are fulfilled at this time to generate the runtime mechanism components Mode Property Storage, Mode Property Reactor and Mode Reconfigurator as proposed in Chapter 4. The components are inserted into the repository model as standard components. A property state machine necessary for generating an oracle based reactor is found by the PSM-2 algorithm examined in Chapter 3.

The process of compilation and linking do not need to be modified at all. Some modifications referring to the component and system API and implementation of low-level enabling and disabling of application parts have to be done at runtime level according to Chapter 4.
Chapter 6

Case Study

This chapter introduces an example application which is used for demonstration of the designed concept. It is a non-trivial example with component composition to the depth of three levels. There are two levels where component modes are defined and it gives opportunity to define properties connected by non-trivial property functions. On the other hand it is not too difficult in order to preserve apprehensibility.

6.1 Specification

The example is based on the existence of LEGO MINDSTORMS set and its NXT control technology [15]. This technology allows to build independent robots which are able to apperceive an environment and act in it using different sensors and actuators. Central unit of the technology is an NXT brain. Furthermore, the example assumes a color sensor which enables the robot to distinguish between colors, a touch sensor which detects when it is being pressed and two servo motors which move with the robot in the environment.

![Figure 6.1: Example world](image)

In front of the robot there is a bumper which uses the touch sensor for collision detection. The color sensor is directed downwards so the robot can “see” what color it is standing on. The two servo motors are used as engines for a left and right creeper track. It allows the robot to move and turn round.
The example application implements robot’s specific control logic. It is able to exist in a world which is composed of areas with different colors and bordered with a wall. Each color has a specific interpretation. There are black circles which represent towns, yellow lines which represent roads and connect towns, and green rest of the world which can be understood as grass. When the robot is dropped on grass it searches for a civilization, i.e. a road or a town. Once it finds something, it searches the world. It follows roads and discovers towns. When the world is completely discovered the robot stops and switches to a standby mode.

6.2 Component Model

There can be observed three operating modes – a civilization search, a road movement and a town discovering. Besides this, another operating modes take part in the application. There can be a system initialization and a standby mode which is active once a world searching is done. It is reasonable to model the two sets of modes on a different component level, so it creates the following mode hierarchy.

- Initialization – The robot is booting up.
- World search – The robot discovers towns and roads and creates a world image in memory.
  - Civilization search – The first town or road is searched for.
  - Road movement – A road is followed hoping there is a town at the end.
  - Town discovering – A town is analyzed and roads directing from the town are discovered.
- Standby – The robot is done with searching and stops.

The high-level mode set is controlled using two simple boolean flags. The first one describes if an initialization is already done. The second one indicates if there is a complete world image in memory. Initialization mode is the first active. Completed initialization indicates a switch to the world search mode. When the world image in memory is considered to be complete the robot switches to the standby mode.

A control of the low-level mode set – switching between civilization search, road movement and town discovering – is not so simple. It uses an information which color is the robot standing on, an indicator if an algorithm for town discovering is already done and the active mode itself. If the robot searches for a civilization and finds a road it switches to the road movement mode, if it finds a town it switches to the town discovering mode. If it is following a road and finds a town it switches to the town discovering mode. If it is following a road and finds a town it switches to the town discovering mode as well. Finally if it is discovering a town and this algorithm is done, it moves the robot on the next road in schedule and indicates this fact to the mode change mechanism. On this event, an application switches to the road movement mode.

The whole application and the described mode change logic is modeled using component meta-model and its mode property extension in Figure 6.3 on the page 59.
6.3 Model Analysis

6.3.1 High-level Mode Set

Let us analyze the mode condition of the high-level mode set. It uses two boolean properties as input. The input properties are filled with data from two subcomponents of the component Brain. It is the component InitBrain which can indicate that the initialization is done and the component WorldImage which tells if the world has been completely searched and stored in memory. Assigning a value to the two indicators creates a set of events which affect the mode of the component Brain. It means that the mode is based on the state inside the component.

6.3.2 Low-level Mode Set

The most complex part of the model is inside the component WorldSearch. Its mode change mechanism contains a property function with three input properties and one of the properties is also its output property. It is the function computing a value of the property mode2. Moreover, there is another property function which modifies a value of the property townDiscDone based on a value of the property mode2. It creates a cycle and brings interesting behavior to the network.

Assume that the component WorldSearch is in the mode TownDisc, the robot is standing on the road or grass and the property townDiscDone is suddenly set to true. This event invokes a network reaction which causes that the property mode2 is set to RoadMov. The reaction spreads back to the property townDiscDone and it is reset to false. This invokes the function which computes the property mode2 again, but now the input values does not cause any output value modification and the network is stabilized. Thus the component is reconfigured to the mode RoadMov on this event.

Now assume the same situation but the ground the robot is standing on is a town. When the property townDiscDone is set to true the network reacts and the property mode2 is set to RoadMov. It causes that the property townDiscDone is reset to false and the property mode2 is computed again. Based on the input values which are now groundType3 = Town and mode2 = RoadMov the mechanism changes the value of the property mode2 to TownDisc and the network is stabilized. It is the same property state as before the event occurred so the component is not reconfigured.

6.3.3 Evaluation

A property state machine generated from the network is partially shown in Figure 6.2. Most of property states corresponding to the initialization and standby mode are omitted because they do not bring any new insight. Total number of stable property states in PSM is 24. It is quite satisfying result considering the fact that there are 139 968 property states possible on 13 properties with the domains as specified.

An important aspect of the mechanism is its memory footprint. Each state, property and property value can be represented in memory by an integer number. The most complex part of the PSM representation is a transition function. It can be represented by a three-dimensional array – the first dimension to determine a state, the second and the third dimension to determine an event (a direct property and its value). Value of the array is an integer number referring to a target state. It means that the transition function
allocates:

\[
\text{#states} \cdot \text{#direct properties} \cdot \text{maximum domain} \cdot \text{sizeof(int)}
\]

\[(24 \cdot 4 \cdot 3 \cdot 4) \text{ Bytes} = 1152 \text{ Bytes}\]

Finally, let us compare time complexity of the PSM-1 algorithm and the PSM-2 algorithm. Because of 9 possible events, time complexity of the PSM-1 algorithm is

\[24 \cdot 9 \cdot T_{\text{react}} = 216 \cdot T_{\text{react}}\]

In the PSM-2 algorithm, number of reaction calls is smaller. It can be estimated as follows. For the property color, let us call it an event property, there are 3 possible events – assigning the values Green, Yellow or Black. For this property, there is also the set of reactive properties \{townDiscDone, mode2\} which define 6 possible stable states. It means that there are 18 calls of the react algorithm for this event property. The same idea can be applied to the event properties done1, done2 and done3 which define the following sets of reactive properties: \{groundType3, mode2\}, \{worldSearchDone\} and \{initDone\}. It gives 18, 4 and 4 calls of the react algorithm. Thus the time complexity is:

\[(18 + 18 + 4 + 4) \cdot T_{\text{react}} + T_{\text{second phase}} = 44 \cdot T_{\text{react}} + T_{\text{second phase}}\]

### 6.4 Benefits

The case study shows that the component mode extension of the meta-model is meaningful. Component modes are encapsulated with their components and different mode sets are completely independent. Re-usability of the entire concept is preserved.
The property based mode change mechanism works with several types of information, e.g. a color or boolean flags indicating a completed task, which are effectively represented by properties and distributed by property functions. The mode condition of the component WorldSearch uses a possibility to compute a new active component mode on the basis of the current one. A current component mode is also used for adjusting a value of the property townDiscDone. All property functions – complex mode conditions, groundColor to groundType transformation and simple value propagations – are easily modeled using PFL.

After all, the application employs many features supported by the property based mode change mechanism which seems to be suitable for this kind of control systems.
Chapter 7

Related Work

This chapter provides a list of component-based frameworks aimed at real-time development which are relevant for the report. In this particular case, it means a support for some kind of runtime variability, mostly a support for dynamic reconfiguration. Exhaustive summary of real-time component frameworks can be found in [7].

7.1 MyCCM-HI

MyCCM-HI [14] is a component framework based on OMG Lightweight CCM. It is fully operational and ready to be used. The main idea of the framework lies in a transformation of an application designed by component-based approach into lower-level AADL language. A set of external tools like Cheddar and Ocarina can be used at the lower level to perform schedulability and deadlock analysis.

Reconfiguration is in MyCCM-HI based on operational modes [8]. Each component defines and implements a mode automaton that maintains an information about an active mode. The mode change mechanism consist of boolean expressions which decide about a mode transition, messages which can trigger a transition and actions which can be a result of a transition.

This is very similar to the property based mechanism introduced in the report. There is resemblance between boolean expressions defined in MyCCM-HI and mode conditions introduced in the report. Moreover, messages and activities are similar to properties and property functions defined in the property based mechanism as they manage distribution of mode-change relevant information between the component and its surrounding and adjust the inner state of the component.

The mode automaton of each MyCCM-HI component is transformed into a new control subcomponent that handles the parent component’s reconfiguration. The control components are connected together with standard system’s connection mechanisms in order to distribute messages.

This is the difference between MyCCM-HI and the property based mechanism. The property based mechanism generates control components as well but they are global for the entire application. It is possible because of the mechanism’s better coupling with the system, especially because of the mechanism’s abstraction to properties. Hence the mechanism can use an oracle based approach in reaction representation, while MyCCM-HI is forced to use its full simulation.
7.2 BlueArX

BlueArX [9] is a component framework aimed at traditional automotive control systems. It is developed by Bosh and fully operational.

Reconfiguration is based on operating modes. The framework focuses on design phase of the development cycle. It supports advanced development tools which helps with different analyses in different modes and even semi-automatic heuristic-based prediction of system’s decomposition into modes. A modes define either different scheduling strategies, i.e. components and processes are activated differently, or different control strategies, i.e. system determines different component configurations, different control signal paths and even different control path in source code. Development tools performing system analysis, e.g. WCET analysis, work with respect to different modes. At runtime, components are configured using configuration interfaces.

Understanding of modes in BlueArX and in the report is alike. Both define different configurations and different scheduling parameters. However, there is no explicit mode change mechanism at runtime in BlueArX. Reconfiguration at runtime has similarities with manual approach with support of the configuration interfaces. Advanced development tools analyze the whole reconfiguration mechanism in design phase and thus resolve the predictability issue.

7.3 Koala

Koala [10] is a component model aimed at consumer electronics development, created by Philips. The system attaches importance to optimization and managing diversity of target devices.

It supports partial dynamic reconfiguration at runtime. The reconfiguration is based on switches or modules, as a more general form of switches. Switches are units of composition which can reroute a connection between components at runtime on the basis of its dynamic configuration. The concept is very simple to realize and suitable for the targeted domain of devices.

However, it is not convenient for the domain of hard real-time systems because of the difficult analysis of real-time properties. There cannot be enabled and disabled different activities in different configurations as well. This can be a feature important for some control systems.

7.4 ROBOCOP

The Robust Component Model for Consumer Electronic Products (ROBOCOP) [11] is a component-based architecture for middleware layer in consumer electronics. It has been developed as an ITEA project. It consists of several frameworks. The core frameworks are development and runtime frameworks. The first one manages the development of components while the second one defines its execution environment. The core frameworks are supported by the download framework and the resource management framework.

Partial runtime variability is implemented by the download framework. It is able to download a component’s update from the repository to the device and dynamically upgrade the component at runtime. However, it is not the true reconfiguration and comparison with the report is not possible.
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