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Scheduling of Aperiodic Tasks

Embedded and Real-Time Systems

Fixed-Priority Servers

» Often necessary to combine hard real-time

periodic load with aperiodic ones

= To provide off-line guarantee for aperiodic task, we need to
know minimal inter-arrival time between its instances (i.e.

sporadic task)
= Aperiodic tasks requiring on-line guarantee on individual
instances are called firm.
* In this part we assume
= Periodic tasks scheduled by RM

= All periodic tasks start at t=0 and relative deadlines are equal
to periods

= Minimum interarrival time is equal to the relative deadline
= All tasks are fully preemptable



Background Scheduling
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* Aperiodic load is scheduled when no periodic load is
running
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Figures taken from Buttazzo, G.:Hard Real-Time Computing Systems



Polling Server
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» Aperiodic requests are processed in a task, which is
scheduled according to RM
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Figure taken from Buttazzo, G.:Hard Real-Time Computing Systems



Properties of Polling Server
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* Improves the average response time of Background
Scheduling

 Aperiodic load is constrained by the capacity of the
server

= Inside the server, it may be scheduled according to different
criteria

* Possible to have more servers for aperiodic loads of
different criticality

* If aperiodic load arrives after the start of the
execution of the server, it has to walit till the next
period



Polling Server — Analysis
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« Schedulability analysis same as for RM
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* Aperiodic Guarantee
= The task may wait up to one period until it starts executing
= Further it is unknown where in the period it will execute
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Aperiodic Guarantee
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* If the polling server is the highest priority task, the
aperiodic guarantee for a task can be made more
precise
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Figure taken from Buttazzo, G.:Hard Real-Time Computing Systems



Aperiodic Guarantee

Fixed-Priority Servers Embedded and Real-Time Systems

* To generalize it on the set of firm tasks

= the aperiodic computation Z

to be processed at time t: Cape(t,di) =
1—=1

e Guarantee: [fe<dyx VYVk=1,...,n

* where f o [ Capeltid) W et di) < ()
(Fr + Gi)Ts + R, otherwise

G, = [_—‘ R, = Cape(t, dk) —c, — FL.C|




Deferrable Server
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« Similar to polling server, but preserves capacity till
the next period

= |.e. if a task arrives after start of period, it is still serviced
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Negative Impact on Schedulability
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Schedulability of DS
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- Calculation of U, , is different from RM

= thus:
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Aperiodic Guarantee
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* For one task guaranteed if and only if fo < 7o + Dq

* portion of J, executed in the current server period:

Ay, = minfes(t), (GoTs — 14)]

Ay A

Cy 4 500

Figure taken from Buttazzo, G.:Hard Real-Time Computing Systems



Aperiodic Guarantee
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* For one task guaranteed if and only if fo < 7o+ Da
= f, is derived as follows:

£, = re + Cq if C, < Cs(t)
t (F, + G,)1I's + R, otherwise
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Figure taken from Buttazzo, G.:Hard Real-Time Computing Systems
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Aperiodic Guarantee
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* To generalize it on the set of firm tasks

= the aperiodic computation Z

to be processed at time t: Cape(t,di) =
1—=1

Guarantee: [fi<dr Vk=1,...,n

* where f o [ Capeltid) W et di) < ()
(Fr + Gi)Ts + R, otherwise

G = H Aq = minfeg(8), (GaTs — 14)

Fa _ \‘Oape(tydk) T AkJ Ra — Cape(t, dk) . Ak . FkOS



Priority Exchange Server
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» Server replenishes its capacity to full value at
beginning of each period

* It preserves its high-priority capacity by exchanging it
for the execution time of a lower-priority periodic task

* The capacity is either eventually used for an

aperiodic task or it degrades to priority level of
background processing

 Compared to DS, it has worse responsiveness for
aperiodic tasks but better schedulability bound for
periodic tasks



riority Exchange — Example 1
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Schedulability of PE
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- Calculation of U,
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Comparison of DS and PE
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Sporadic Server
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 Enhances average response time of aperiodic tasks

without degrading the utilization bound of the periodic
task set

« SS creates a high-priority task for servicing aperiodic
requests (like DS)

* Replenishes capacity only after it has been
consumed by aperiodic task execution

* The replenishement time RT is set as soon as SS becomes

active and C; > 0. Let t4 be such a time. The value of RT is
settots +1%s.

* Replenishement amount RA to be done at RT is computed
when SS becomes idle or Cs has been exhausted (¢; is such
time) RA is set to the capacity consumed within [t 4, ¢1]
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Fixed-Priority Servers

y SS — Example
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Schedulability of SS
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« Sporadic server violates the assumption that it runs if
it can run.

* However, from schedulability point of view SS can be
treated as standard periodic task.
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Slack Stealing
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* Improvements of response time

» Creates a passive task (Slack Stealer)

= Steals time from periodic tasks without causing deadlines to
be missed

= Works with the idea that there is typically no benefit in early
completion of periodic tasks

= Available slack computed as

slack;(t) = d; —t — c;(t)



— Example
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Non-Existence of Optimal Servers
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» For any set of periodic tasks ordered on a given fixed-
priority scheme and aperiodic requests ordered according
to a given aperiodic queueing discipline, there does not
exist any valid algorithm that minimizes the response time
of every soft aperiodic request.

= Applies to both clairvoyant and on-line algorithms

* For any set of periodic tasks ordered on a given fixed-
priority scheme and aperiodic requests ordered according
to a given aperiodic queueing discipline, there does not
exist any on-line valid algorithm that minimizes the
average response time of soft aperiodic requests.
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Figure taken from Buttazzo, G.:Hard Real-Time Computing Systems
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Evaluation
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